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Editor's 
Introduction 

Scientists have long been motivators 
for the development of  po\verti~l 
computing environments. T\\*o 
sections in this issue o f  t h e . / o ~ ~ t . t ~ u l  
address the requirements of  scientific 
and technical computing. 'The first, 
from Digital's High P e r f o r ~ n a ~ ~ c e  
Technical Conlpi~t ing Group, looks 
at compiler and development tools 
that accelerate performance in parallel 
environments. The second scction 
looks t o  the fi~rure ofcomputing; 
Uni\~ersity of  California and Digital 
researchers present their work o11 a 
large, distributed computing en\liron- 
merit suited to thc needs ofcarrh sci- 
entists st~~d!ling global changcs sucli 
JS ocean dyna~nics, global \varriling, 
and ozone depletion. Digital \Alas an 
early industry sponsor and participant 
in this joint reseuch project, called 
Sequoia 2000. 

T o  support the writing of  parallcl 
programs for co~nputationally intense 
environnlents, Digital has extended 
DEC Fortran 9 0  by implementing 
most of  High Perfornlance Fortran 
(HPF) \:ersion 1.1. After re\,ie\iving 
the syntactic features ofFortran 9 0  
and HPF, Jonathan Harris e t  al. focus 
on  the HPF conipiler design and 
explain the optimizations it performs 
to impro\le interprocessor c o ~ n m i ~ n i -  
cation in a distributed-me~iiory envi- 
ronment, specifically, in workstation 
clusters (farms) based on  Digitill's 
64- bit Alplia microprocessors. 

The  run-time support for this dis- 
tributed e n \ l i r o n ~ ~ ~ e n t  is the I'arallcl 
Sohvare Environment (PSE). Ed 
Rcnson, David LaFrance-Linden, 
Rich Warren, and Santa Wiryaman 
describe the PSE product, \vhicl~ is 
layered on  the UNIX operating sys- 
tem and includes tools for developing 

parallel applications o n  clusters of  up 
t o  256 machines. They also exanline 
design decisions relative to message- 
passing support in distributed s!,stcnis 
and sllarcd-nieniory S ~ S ~ C I I I S ;  PSE 
supports nenvork message passing, 
using TC:P/I P o r  UDP/IP protocols, 
and shared menlorv. 

1Micliacl Stonebraker's paper opens 
the section featuring Sequoia 2000 
rcscnrcli and is an o\rervic.\\f o f  thc 
~ > r o j w t ' ~ ) l b j c c d ~ ~ e s  and status. '1-lie 
objccti\~cs encompassed s ~ ~ p p o r t  for 
high-pcrforma~ice 1/0 on teral)ytc 
ci.itn scts, placing all data in a 1)131MS, 
and pro\.iciing \.isualization tools 
ant i  lhigli-speed networking. After 
a tfiscussion of the arcliitectural la\,ers, 
he rcvic\\.s some Icssons lcar~ied by 
participants-chiefof\\,hich \\'as t o  
vic\v the system as an end-to-end 
solution-and concludes \vith a look 
at ti ~ t u r e  \srork. 

AJI efficient means for locating 
and retrieving data from the vast 
stores i l l  the Sequoia DRlLlS \\,as 
tlic task addressed by the Secluoia 
2000 Electronic Repository project 
team. Itly Lirson, Chris l'launt, 
Allison \lVoodruff, and Marti Hcarst 
describe the Lasscn test indexing 
and ~-crric\'aI ~iietliods de\,eloped 
fbr tlic l'OSTGlC3 database ~!~stcni ,  
the GIPSY system for automatic index- 
ing of tests  using geographic cool.- 
di11,ltes discussed in the text, anci t l ~ c  
Tcst17iling ~nerliod for automatic 
partirioning of test documents to 
c~iIi;i~icc rctrie\.al. 

The  need ti)r tools to  bro\\,sc 
tliro~lgh and t o  visi~alize Sequoia 
2000 d . 1 ~  \\.as the impetus behind 
Tccatc, a sofn\,are platform o n  \\.11ic17 
browsing and visualizatio~l applica- 
tions can be built. Peter Kochevar 

and LLII Wanger present the features 
and fi~nctions of  this research proto- 
type and offer details of  the object 
model and the role of  the interprc- 
rive Abstract Visualization Language 
(AVL.) tbr programming. They con- 
clude wit11 example applications that 
bro\\ae data spaces. 

The cliallalge of  high-speed nct- 
working fix Sequoia 2000  is the sub- 
ject o f the  p a p a  by Joseph Pasqualc, 
Eric Anderson, Kevin Fall, and Jon 
I<a!: Jn  tiesigning a distrib~~tcci ~ \ ~ s t e ~ i i  
that ~f 'ficient~!~ retrie\,es, storcs, anti 
tmnsfcrs \,cr!, large objects (in cscess 
of tens or liundrcds of megab!rtes), 
the!, focused 01.1 opcrnting s\,stcm 
1 / 0  and ncni~ork soh\.arc. The!, 
describe nvo 1 / 0  system sott\\,a~-e 
solutions-contai~ler shipping and 
peer-to-peer I/O-that avoici data 
copying. Thcir TCP/IP nct\\,ork 
sofnvare solutions center o n  avoiding 
or  redi~cing c l lecks~~m co~iipi~tat ion.  

T h c  cditors thank Jean Bonney, 
1)igital's 13ircctor of  External 
Rcscurch, for her help in obtaining 
the papers o n  Sequoia 2000 rcscar~cl~ 
and For \vriting the Fore\vord to  this 
issuc. 

O u r  next issue will feature papers 
o n  multimedia and UNIS c l~~s tc~ ' s .  
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Foreword 

Jean C. Bonney 
nit-c.cl/ot: / : :v /o '~trr l  /<c~.zocttz.h 

The 1nforln;ltion Utility, tlie 
Information Higlnvny, thc Internet, 
the Infobalin, tlie Infor~iintion 
Econorn!,-the sound bytes of rhc 
1990s. To  mnkc tlicsc concepts 
reality, a robust tcch~ioloby infra- 
structure is necessary. In 1990, 
Digital's research organization s;i\\. 
this need and set o ~ ~ t  to  develop an 
experimental tcst bed that \\-auld 
examine assumptions and provide a 
basis fi)r a technology cdgc in the '90s. 
The resulting project wis Sequoia 
2000, a three-year research collnbora- 
tion bcn\~ccn Iligitnl, campuscs of the 
University of(;nlifor~iiii, and sc\rcr,ll 
other indi~stry arlci g o \ ~ ~ r ~ i ~ i i c ~ l t  o r p -  
nizations. 'l'lic Sequoia 2000 vision is 

-in other \vol.ds, a big, fist, casy-to- 
use system. 

Although the \,isio~i is still 11ot 1.c~lity 
today, our more than thrcc years 
ofparticipation in Sequoia 2000 
research gave us the knowledge basc 
we sought. 

Atier a rigorous process of  pro- 
posal development and re\piew by 
experts at Digital and tlic Uni\,ersip 
o f  California, Sccl~~oia 2000 began 
in June 199 1 .  Tllc h c u s  o f  the 
rcsea~.cli \\,as a high-spceti, broad- 
hanci ncnvork spanning Uni\,ersity 
of  <:alihrnia campuses kern Berkeley 
to  Santa Rarbara, h s  Angclcs, and 
San llicgo; a ~iiassi\,c database; stor- 
age; a \~isualization system; and clcc- 
tronic collaboration. 1)riving tlie 
rcscarcli requirements \\,ere carrh 
scientists. l'hc c o m p ~ ~ t i n g  needs of  
rlicsc scientists push the state o f the  
n1.r. C l~r ren t  computing tcchnologics 
lack thc capabilities cart11 scicntists 
nccd to assi~nilatc and interpret tlie 
\,as[ quantities of information col- 
lected from satellites. Once tlie data 
are collectcd and organized, there is 
tlie cliallcngc of  massivc simulations, 
simulations that hrccast world climate 
ten o r  evcn one hundred years kom 
now. Thcsc \+!ere exactly the kinds 
o f  challenges the computer scientists 
nccdeci. 

Among tlie major results of three 
years ofwork o n  Sequoia 2000 was 
a set o f p r o d ~ ~ c t  r e q ~ ~ i r c ~ i i c ~ ~ t s  h r  
large data applications. Tllese require- 
ments liavc been \lalidatcd tliroi~gh 
discussions u~itli C L I S ~ ~ I I I ~ I ~ S  ill finall- 
cial, hcalthcare, and co~nmunications 
industries and in government. The  
rcquircnicnts include 

A c o ~ i i p ~ ~ t i n g  environnicnt built 
o11 nn object rc1.1tion'll dutabasc, 
i.c., a data-centric computing 
svstclll 

A database that handles a \vide 
variety o f  nontraditional objects 
SLICII as tcst, a ~ ~ d i o ,  \,idco, grapli- 
ics, and images 

Support for a variety of  traditional 
databases and file s!atems 

The ability t o  perfor111 necessary 
operations from computing 
cnviro~iments that arc intuitive 
and have tlie salne look and feel; 
tlie interface to  the e~~vi ronment  
should be generic, very high level, 
a ~ l d  easily tailored t o  the user 
application 

High-speed data migration 
benveen secondary and tertiary 
storage with the ability t o  handle 
very large data transfers 

Nenvork bandwidth capable 
of  handling iniage transnlission 
across networks in an acceptable 
time frame \\jith cl~~alinl guarantees 
k)r the data 

High-quality remote visualization 
of  any relevant data regardless 
of  format; the user must be able 
to manipulate the visual data 
interactively 

Reliable, guaranteed, delivery 
of  data from tertiary storage t o  
the desktop 

Sccluoia 2000 was also a catalyst 
h r  maturing the 1'OSTGKES research 
database sofnvare t o  the point where 
it was ready for commercialization. 
The  commercial version, Illustra, 
is available on  Alpha platforms and 
is enjoying success in the banking 
industry and in geographic infornia- 
tion system ( U S )  applications, as 
well as in other government applica- 
tions with massive data requirements. 
Illustra is also making inroads into the 
Internet where it is used by on-line 
services. 

Yet allother major result o f  Sequoia 
2000 was a grant from the National 

Vo1.7 No. 3 1995 3 



Acrol ln~~t ics  and Sl>,lcc Ac1minist1.n- 
tion (XASA) to  tic\.clop a11 .lltcrnatc 
21-cl1itcctu1.c fill- the E.1rtli Obsc~. \ , ing  
System l l .1 t~  anti 1nfi)l.nl.ltion S!rstcm 
(EOS1)IS). EOS 111s \ \ ' i l l  PI-occss the 
pctah!~tcs o f  rcnl-time darn from 
the F,nl.th Obscl-\ring S!lstc111 (EOS)  
satellites t o  be luuncllcd rlt tlic cnti 
o f  the dcc.1dc. Tlic alrcrnntc infor- 
rn,ltioli ,lrcllitcctu~.c proposcd I>\.  tllc 
Uni\.crsity o f  (:.llifi)rnin facu l r!, \\,ns 
the Sctluoi,~ 2 0 0 0  . trcli i tcct~~~.c.  It 
\ \ , i l l  l i . i \~ .I ~ii.ljor influence 0 1 1  the 
EOSllIS project. 

Pol. the c.lrtll sciclitists, gains 
\\,ere made in silnul.lrioll speeds and 
In access t o  I.lrgc sto~.cs o f  o r g ~ n i ~ c c i  
d.lt,l. I 'hcsc scicnrisrs usccl some o f  
l>igit,ll's first Alph,~ \\,orkst,lrion f.~rms 
and soft\\.,lrc ~,~.otot!~l>cs ti)r their cli- 
mate silnulations. An e igh t -p~-occso r  
Alpl1,i \\.orksrnrion farm pro\.idcci a 
n \x - to -one  pr jcc /p~k)r l l i~ l~lc .c  aci\,nn- 
tngc o\.cr the po\\.crfill, 1nnlti11iillion- 
doll,lr <:1LAY (190 m,~cliinc. In a~iotl icr 

end \ \~i rhout  opcl-atol- illtcr\,ention; 
fi)rn~crl!-, n\ .o months '  \\,ortli ofd,lrn 
took one  tiny t o  sim~ll.ltc anti rcclu~rcti 
considcr,lble opcr,ltor. intcr\ ,cntion. 
Thus  many Inore simulnrio~ls coulti 
be ~)roccssui  in .J fixed time nnii 
"time t o  ciisco\~cr!," \\,.IS ciccrc.ised 
co~lsitlerably. 

N o \ \  tIi.lr \\,c cn11 look . ~ t  Secl~loln 
2000  i l l  I.ctrospccr, \\.auld \\,c do 
sucli n project <1g.1in? l'hc .lns\\,cl- 
IS .I rcsounciing "\rcs" fronl ,111 o f  
us in\,ol\,cd. It \\,,IS .I complcx proj- 
ect th.lt incluifcd 1 2  Uni\,cl.sit!. o f  
<:aliforni'~ 'lculn. r n c ~ n b c ~ . ~ ,  25 graci 
uatc stucicnts, ,111ii 20  s t ~ f f .  ,-\nothcl. 

8 hcuIt\ ,  members and stuticnts pro- 
\,itictf xtd1tio11,ll expertise. Four  o f  
Iligit'll's engilleel-s \ \ ,o~-ked o n  site, 
.11ld \ 'lrict!. o f  suppor t  pcrsonncl 
fi-on1 other  industr!, sponsors pnrtici- 
pntcd, jncluding- SAIC, the C,<~liFornin 
l>cpa . tn~en t  ofW.lter Resources, 
Me\\,lett-Pacli.lrd, Mctrum,  United 
Starcs Gcologic,ll S L I I . \ T ~  (USCIS), 
IHuglica Application Information 
Scr\,iccs, rind the i\rln!, Corps o f  
Ellgincers. 

But .IS is tlie c.lse with sucli ambi- 
tious projects, there \\,ere ~ u i ~ n t i c i -  
pelted , ~ n d  diftic~11t lesso~is for .ill 
t o  le.lrn. To elperirnent \\.it11 I-cnl- 
life tcst bccis Incnris co~~sidcr.lbl! 
nlore th'in \\ I-iting a rigorous sct 
ofli \yotlicscs in .I proposal. i\/licli,~cl 
Stonel>l..llicr, In his p.tpcr, notes a 
~ lu lnbc r  o f  ch,lllenges i1.c L~ced and 
tlic Icssolls learned. One o f t h e  issues 
rlint kept surfacing \\.as the "grease 
, ~ n d  glue" till. tlic ~nkas t~ .uc tu~-c ,  tliat 
is, the intcroperabjlin o f  pieces o f  
s o h \  ,Ire ,111~1 liarti\\.,~re t h . ~  composed 
the end- to-end system. 7'his remains 
.I cllnllc~igc rli'lt needs reseclrch if \\,e 
.11.c going t o  ~ c h i e \ , e  the  pr.olniscd 
go,lls ofi~itc~.ncn\.orli ing. h l ~ o t h c r  
stick\, point \\.as scnlnbility. On t l ~ c  
one  Ii,lnd, it is d i f f i c~~ l t  t o  build a \,el.!, 
I ~ r g c  ncr\\,o~.ked system from scrntch. 
0 1 1  tlic orliel. li,unci, as \Ire slo\\,l\r b ~ ~ i l t  
rhc In;lss storage system to  tlie point 
of ~nini~i in l  c~.itical mass, \\,c fo11nd 
tli.~t the currelit off-tlic-slielftech- 
nologics for m.lss s t o r ~ g e  \\.ere ~ i o t  
rcaci\, t o  be put  use for 0111. purposes. 
So, yes, \\,c bclie\,e tlie project \\,,IS 

\\.ortll\\,hilc \\.it11 some c,l\.e,lts. \Ye 
g.1int.d critic.il kno\ \  ledge about  tlic 
t c c l ~ ~ l o l o g ~ ~ ,  .lnd \\,e also came ,I long 
\\.I\. in Ic.lr11ing tlic . ~ r t  o f  directing 
anti Ic.ltiing the ofprojcct  tliat is 

~~cccss.ll.\~ to  ,~ssist tllc Infill-nution 
- l ' cc l i~~olo~?,  inti~~str!, in its quest 
for the ~ ~ b i c l ~ ~ i t o u s  tiist~.ibutcci 
infol.~xi,atioll s!,stcnl. 

Ho\\ else .lrc \\,c going to get  
i~lsigllt into rlic critical issucs o f  bullti- 
i11g anti rcli.lbly opcl.,lti~lg a robust 
inform,ltion i n f r , l s t r ~ ~ c t ~ ~ r c  \\,ithour 
building .I I.11.gc tcst bed \\.it11 rc,ll end 
11scrs \\'IIOSC 11cctis 1>11511 rllc stntc of  
tlic ~ r t  nt c.lch point ,llorlg tlic \\!a\,? 
\,\k I>clic\.c tli.1t I,l~-gc ~vojccth  simil.ir 
t o  S c q ~ ~ o i ; ~  ~ r c  c r ~ ~ c i a l .  'T'lic I>.ll>crs 
tll.~t folio\\. ~ t t c s t  t o  tlic i ~ n p o ~ . t , l ~ l t  
I i~io\\  Icdge g,lilled. \Vc Il.i\.c f o c ~ ~ s c d  
spcciticall!~ o n  tlic end-to-encl s\.stenl 

tiom the sc~cnrists' dcslitops to  tllc 
nldss stor.lgc s\,stcm, the  ch , l l l c~~gc  
o f  building allif 11sillg .1 IJI-ge i i . l t~  
rclx)sitor\,, rlic rimel!, n11d tist nlo\,c- 
mcn t  o f \ . c~ - !  I.1rgc objects o\-cr the 
nct\\,ork, ,lntl l>ro\\.sing .lnd \ , i s~~a l i z -  
ing ci.itn horn ~~ct \ \ ,orkcci  sourcc.. 



Compiling High 
Performance Fortran 
for Distributed- 
memory Systems 

Digital's DEC Fortran 90 compiler implements 
most of High Performance Fortran version 1.1, 
a language for writing parallel programs. The 
compiler generates code for distributed-memory 
machines consisting of interconnected work- 
stations or servers powered by Digital's Alpha 
microprocessors. The DEC Fortran 90 compiler 
efficiently implements the features of Fortran 90 
and HPF that support parallelism. HPF programs 
compiled with Digital's compiler yield perfor- 
mance that scales linearly or even superlinearly 
on significant applications on both distributed- 
memory and shared-memory architectures. 

Jonathan Harris  
John A. Bkcsak 
IM. Regina Bolduc 
Jill Ann Diewald 
Israel Gale 
Neil W. Johnson 
Shin Lee 
C. Alexander Nelson 
Carl D. Offner 

High Performance Fortran (HPF) is a new program- 
ming language for writing parallel programs. I t  is 
based on the Fortran 9 0  language, \vith extensions 
that enable thc programmer to s p e c i ~  lio\\~ array oper- 
ations can be divided among multiplc processors for 
increased performance. In HPF, the program specifies 
only the pattern in \vhich the data is divided among 
the processors; the compiler automates the lo\v-le\iel 
details of sy~ichronization and cornniunication of data 
between processors. 

Digital's DEC Fortran 9 0  compiler is the first imple- 
mentation of the full HPF version 1.1 language 
(except for tra~iscriptive argument passing, dynamic 
remapping, and nested FORALL and WHERE con- 
structs). The compiler was designed for a distributed- 
memory machine made up of a cluster (or  Farm) of 
worltstations and/or ser\,ers powered by Digital's 
Alpha microprocessors. 

In a distributed-memory machine, communication 
benveen processors must be kept to an absolute mini- 
mum, because com~iiunication across thc nen\lork is 
enormously more time-consuming than any operation 
done locally. Digital's DEC Fortran 9 0  compiler 
includes a number of optimizations to minimize the 
cost of communication benveen processors. 

~ I ~ h i s  paper briefly revic\\,s the features of Fortran 9 0  
and HPF that support parallelism, describes ho\v the 
compiler implements these features efficiently, and 
concludes \vitli some recent performance results 
showing that HPF programs compiled \\[itli Digital's 
compiler yield perhrrnance that scales li~iearl!~ or cven 
supcrlinearl!~ 011 significant applicatio~ls on both 
distributed-memory and shared-memory architectures. 

Historical Background 

The desire to \\rite parallel programs dates back to the 
1950s, at least, and probably earlier. The mathematician 
John \Ion Neu~iiann, credited wjth the invention of the 
basic architect~lre of today's serial computers, also 
invented cellular automata, the precursor of today's 
massively parallel machines. The continuing motiva- 
tion for parallelism is pro\lidcd by the need to sol\re 
computationally intense problems in a reasonable tinle 
and at an affordable price. Toda!l's parallel machines, 
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which range from collections of workstations con- 
nected by standard fiber-optic nenvorks to tightly cou- 
pled CPUs with custom high-speed interco~l~iection 
nenvorks, are cheaper than single-processor systems 
with equivalent performance. In many cases, equiva- 
lent single-processor systems d o  not esist and could 
not be constructed with existing technology. 

Historically, one of the difficulties \\,itti parallel 
machines has been writing parallel programs. Tlie \\gork 
of  parallelizing a program was far from the original sci- 
ence being explored; it required programmers to keep 
track of a great deal of inti)rrnation unrelated to the 
actual computations; and it \\!as done using ad hoc 
methods that were not portable to other m-1 ' c - I  111ies. ' 

Tlie experience gained fi.orn this \\lork, lio\'ile\ler, led 
to a consensus on a better \\lay to u11-itc portable 
Fortran programs that \vould perform well on a \lariet\c 
of parallel machines. The High l'crforrnance Fortran 
Forum, an international consortium of morc t l~an  
100 commercial parallel machine users, acadejnics, 
and computer vendors, captured and 1-efned these 
ideas, producing the latlgi~agc now known as High 
Performance Fortran.'." HPF programming systenis 
are now being developed by most vendors of par;illel 
machines and sohvarc.  HPF is included as part of tlie 
DEC Fortran 90 languagc:l 

One obvioi~s and reaso~lable question is: Why 
invent a ne\v language rather than have conipilers 
automatically generate parallcl code? The aos\ver is 
straightforward: it is gcncrally conceded that auto- 
matic parallclization technology is not yet sufficie~itly 
advanced. Although parallclization tbr particular archi- 
tectures ( e . ~ . ,  vector machines and sli,~red-mernor!, 
multiprocessors) has been s ~ ~ c c e s s f ~ l ,  it is not fi~lly 
automatic but rccli~ires substantial assistance fro~rl the 
programmer to  obtain good pcrfi)rmance. That assis- 
tance usually comes in the h r n i  ofhints to the compiler 
and rewritten sections ofcode tliat are Inore parallcliz- 
able. These hints, and in some cases the re\vrirtcn code, 
are not usually portable to other architectures or  com- 
pilers. Agrccrnent was widespread nt the HPF Forum 
tliat a set of  hints could be stnnd;~rdized and d o n c  in a 
portable way. A~i to~nat ic  parallelization tcchnolog!! is 
an active held of rcsearcli; conscclucntly, it is expcctcd 
that compilers will become increasingly adept."'? Tlll~s, 
these hints are cast ;is COIIIIIICII~S-called cor~pi ler  
directiues-in the source code. HPF actually contains 
very little new langi~agc beyond this; it consists primar- 
ilp of these compiler directivcs. 

T.he HPF language was shaped by certain Ite!l 
considerations in parallel programming: 

The need to jdelltitjl c o ~ n p u t a r i o ~ ~ s  th.it can be 
donc in parallel 

Tlie need to  ~ninimize commiuiicatio~i beriveen 
processors on  rnachincs \\lit11 nonunifol-m niernory 
access costs 

The ~ i e e d  to keep proccssors .is busy as possible by 
balancing the cotnputar io~~ loaci across proccssors 

I t  is not al\vays obvious \vliicli co~iiputations in 
a Fortran program arc parallelizable. Although some 
DO loops espress parallelizablc comp~ltations, other 
DO loops espress computatio~ls in \\~liich later itera- 
tions of tlie loop require the results of earlier itcra- 
tions. This forces tlie computation to be donc in order 
(scl-ially), rather rli;ln s i rn~~l tanco~~sly  (in parallel). 
Also, \vlietlier o r  not a computation is pimllclizablc 
sometimes depends o n  user dara that may \.at-! from 
run to run of the program. Accordingly, HPF contains 
a nenr staremcnt (FORALI.) for describing p;~rallel 
computations, and a nc\v directive (INl)El'ENl>ENT) 
to identi%! aciditioilal parallcl computntions to rlic 
compiler. Tlicse features arc cc111aIly L I S C ~ L I I  fix distrib- 
~ ~ t c d -  or shared-memory m,~cliincs. 

HPF's data distribution ciirccti\rcs arc partic~~lnrly 
important for distributed-memory m;ichi11cs. The 
HPF dirccti\les \yere designed primarily to ilicrcasc 
perfommane on "coniputcrs \vith nonunik)rm mcm- 
ory access costs."' O f  all parallel ;II-chitccti~rcs, distrih- 
uted memory is the nrcllitccturc in \vliicli t l ~ c  location 
of data has tlic gsentest effect o n  access cost. On 
distri buted-memory machincs, iiitcl-processor com- 
~iiunication is very cspcnsi\jc c.omp,~rcd t o  the cost of 
fetching local data, typically by sc\,cr.ll orciers of mag- 
nitude. Thus the effect of suboptim;ll ciistribution of 
data across processors can be catastropl~ic. H I'F dircc- 
rives tell the compiler ho \ \  t o  distribute d;im across 
processors; based o n  kno\\,lcdgc of thc  nlgoritli~n, pro- 
grammers choose dirccti\~cs tI1.1t \\.ill ~nini~nizc  coni- 
~iiunication r in~e.  These dirccti\zcs can also liclp 
acliie\.c good load bnln~icc: b!, sprc,lcii~ig data appro- 
priately across proccssors, rhc computations o n  rliosc 
dara \\:ill also be spread across processors. 

Finally, a number of idioms that are important in 
parallel programming either ;ire a\vk\\~;lrd to csprcss in 
Fortran o r  are greatly depcndclit o n  machine archircc- 
tul-e for their efficient implementation. 'To he usefill in 
a portable language, thcse iclioms must be casy to 
express and implement cfticic~~rl!,. tll'l-' Ilas capturcd 
some of thcsc idio~iis ns lib~.ar!l routines f o r  efficielit 
implementation on very diffcrcnt 31-cliitecturcs. 

For example, consider the Fortran 77 program in 
Figure 1, which rcpcarcdly rcplaccs cuch clement of 
a t \+~o-d i~ i i e~~s io~ l ;~ l  array ~ r i t l i  rlic average of its north, 
south, east, and \\lest ncighhors. This kind of compu- 
tation arises in a number of programs, including itcr.1- 
rive sol\.ers for partilil differential c q ~ ~ a t i o n s  and 
image-ti1 tering applicatiotis. b'ig111-c 2 sho\\,s ho\v this 
code can be csprcsscd in Hl't'. 

On a ~iiacliine \vitIi four pl-occssors, a single Hl'l-' 
directive causes the array A to be distributed across 
the proccssors as s11o\v11 i l l  Figure 3. T l ~ c  program 
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i n t e g e r  n, n u m b e r - o f - i t e r a t i o n s ,  i , j ,k  
p a r a m e t e r ( n = 1 6 )  
r e a l  A(n,n), Temp(n,n) 

. . .  ( I n i t i a l i z e  A, n u m b e r - o f - i t e r a t i o n s )  . . .  
d o  k = l ,  n u m b e r - o f - i t e r a t i o n s  

U p d a t e  n o n - e d g e  e l e m e n t s  o n l y  
d o  i = 2 ,  n - I  

d o  j=2 ,  n - I  
Tempc i ,  j ) = ( A ( i ,  j - I ) + A ( i ,  j + l ) + A ( i + l ,  j ) + A ( i - I ,  j ) ) * 0 . 2 5  

e n d d o  
e n d d o  
do  i = 2 ,  n - I  

d o  j=2 ,  n - I  
A ( i ,  j ) = T e m p ( i , j )  

e n d d o  
e n d d o  

e n d d o  

Figure 1 
A Co~npuration Esprcssed in Fortran 77 

i n t e g e r  n, n u m b e r - o f - i t e r a t i o n s ,  i, j ,  k 
p a r a m e t e r  ( n = 1 6 )  
r e a l  A(n, n )  

! h p f $  d i s t r i b u t e  A ( b l o c k ,  b l o c k )  
. . .  ( I n i t i a l i z e  A, n u m b e r - o f - i t e r a t i o n s )  . . .  

d o  k = l ,  n u m b e r - o f - i t e r a t i o n s  
f o r a l l  ( i = 2 : n - 1 ,  j = 2 : n - 1 )  ! U p d a t e  n o n - e d g e  e l e m e n t s  o n l y  

A ( i ,  j ) = ( A ( i ,  j - 1 ) + A ( i ,  j + l ) + A ( i + l ,  j ) + A ( i - I ,  j ) ) * 0 . 2 5  
e n d f o r a  1 1  

e n d d o  

Figure 2 
The Same Compuratio~i Espressed in HPF 

Figure 3 
An Array Distributed over Four Processors 

executes in parallel on  the four processors, with each 
processor performing the updates to  the array ele- 
ments it ocvns. This update, however, requires inter- 
processor commi~nication (or "data motion"). To  
compute a new value for A(8, 2),  which lives on  
processor 0, the value of A(9, 2), which lives on 
processor 1, is needed. 111 fact, processor 0 req~~ires  the 
seven \/slues A(9, 2), A(9,  3) ,  . . . A ( 9 ,  8) from proces- 
sor 1, and the seven values A(2,9),  A(3,9), ... A(8,9) 
from processor 2.'%ach processor, then, needs seven 
values apiece frorn two neighbors. By knowing the lap- 
out of the data and the computation being performed, 
the compiler can automatically generate the inter- 
processor communication instructions needed to  exe- 
cute the code. 

Even for seemingly sjrnple cases, the cornniunica- 
tion instructions can be complex. Figure 4 shows the 
comn~unication instructions that are generated for the 
code that inlplements the FORALL statement for a 
distributed-mernory parallel processor. 
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I'rymrssor 0 Processor I 1'1-occssor 2 Processor 3 

S E N D  
A ( S ,  2 )  . . .  A ( 8 ,  8 )  
to Processor 1 

S E N D  
A ( 2 , 8 )  . . .  A ( 8 , S )  
to PI-ocessor 2 

RECEIVE 
A ( 9 , 2 )  . . .  A ( 9 , 8 )  
fi-om I'rocessor 1 

IECEIVE 
4 2 ,  9 )  ... A ( 8 , 9 )  
fi-om Processor 2 

S E S l >  
A ( 9 , 8 )  ... A(15 ,8 )  
to Proccssor 3 

REC:EI\IE 
A ( 8 , 2 )  . . .  A(8 ,  8 )  
from Proccssor 0 

S E N D  
A ( 2 , 9 )  . . .  A ( 8 , 9 )  
to  1'1-occssor 0 

S E S I )  
A ( 8 , 9 )  . . .  A(8,  1 5 )  
to Proccssor 3 

IIECEI\IE 
A ( 2 , 8 )  . . .  A ( 8 , 8 )  
from Proccssol. 0 

RECEIVE 
A ( 9 , 9 ) .  . . A(9,  15) 

S E N D  
A ( 9 , 9 )  . . .  A ( 1 5 , Y )  
to Processor 1 

S E N D  
A(Y ,9 )  ... A ( 9 , Y )  
to Proccssor 2 

I E C E I V E  
A ( S , 9 )  ... A ( 8 ,  1 5 )  
from Proccssor 2  

Figure 4 
Compiler-generared Communication for a FORALL Srarenirnt 

Although the communicatjon ~ieeded in this s i ~ n -  
ple example is not difficult to figure out by hand, 
keeping track of the communication needed for 
higher-dimensional arrays, distributcd onto  more 
processors, with Inore complicated computations, can 
be a very difficult, bug-prone task. In addition, a num- 
ber of tlie optimizations that can be performed nrould 
be extremelj~ tedious to  figure o ~ ~ t  L y  lii~nd. Nc\,cr- 
theless, distributed-me~nory parallel processol-s are 
programmed almost exclusively today by \rriting pro- 
grams that contain explicit hand-generated calls t o  the 
SEND and RECEIVE cornniu~~ication routines. The 
difference between this lund of programming and pro- 
gramming in H1'F is comparable to tlie diffcrence 
between assembly language programming and high- 
level language programming. 

This paper continues with an overview of  the HPF 
language, a discussion of the machine architecture tar- 
gcted by tlie compiler, tlie architecture of the compiler 
itself, and a discussio~i of some optimizations per- 
formed by its components. It concludes with recent 
performance results, sho\\~ing tliat Hl'F programs 
conipiled lvith Digital's compiler scale linearl!~ in sig- 
nificant cases. 

Overview of the High Performance 
Fortran Language 

High Performance Fortran consists of a smaU set of 
extensions to Fortran 90. It  is a data-parallel program- 
ming language, meaning tliat yarallelisln is made pos- 
sible by the explicit distribution of large arrays ofdata 
across processors, as opposed to a control-parallel 

la~iguage, in \\!liich threads ofcomputation arc distrib- 
uted. Like the standard Fortran 77, Fortran 90, and C 
models, the HPF progran~ming model contains a sin- 
gle thread of control; the language itself has no notion 
of proccss or  thread. 

Conceptually, the program executes on all the 
processors simulraneo~~sly. Since each proccssor con- 
tains only ,I subset of the distributed data, occasion all!^ 
a proccssor may need t o  access data stored in the 
memol-y of  another processor. The compiler deter- 
mines the actual details of the interprocessor commu- 
nication ~lccded to support this access; that is, rather 
than being specified esplicitl!; the details arc implicit 
in thc prograni. 

The compiler translates HPF programs into lo\\l- 
l e d  codc that contains explicit calls to SEND and 
RE<:ErVE message-passing routines. All addresses iu 
this translated codc arc modified so that they refer to  
data local to a processor. As part of this translation, 
addressing expressions and loop bounds become 
expressions involving the processor number on  \\rhich 
thc code is executing. Thus, the compiler needs to gen- 
erate only one program: the generated code is parame- 
trized by the processor number and so can be executed 
on all processors \vith appropriate r e s~~ l t s  on each 
processor. This generated code is called esylicit single- 
program multiple-data code, or esplicit-SPMD code. 

In some cases, the programmer may find it usetill 
t o  \\;rite explicit-SPMD code at  the source code level. 
T o  accommodate this, the HPF language includes an 
escape hatch called EXTRINSIC procedures that is 
used to leave data-parallel mode and enter esplicit- 
SPMD inode. 



We no\\, describe some of the HPF language exten- 
sions used to  manage parallel data. 

Distributing Data over Processors 
Data is distributed over processors by the 
DISTRIBUTE directive, the ALIGN directive, o r  
the deLiuIt distribution. 

The DISTRIBUTE Directive For parallel exec~~t ion of 
array operations, each array II ILIS~ be divided in men1- 
ory, with each processor storing some portion of 
thc array in its own local Inemory. Dividi~ig the array 
into parts is known as distributing the array. The HPF 
DISTRIBUTE directive controls the distribution of 
arrays across each processor's local memory. It does 
this by spcci%ing a mapping pattern of data objects 
onto processors.  many mappings are possible; \17e illus- 
trate only a few. 

Consider first the casc oFa 16  X 16 array il in an 
environment with four processors. One possible speci- 
fication for A is 

r e a l  A (16 ,  1 6 )  
! h p f $  d i s t r i b u t e  A ( * ,  b l o c k )  

The asterisk ( * )  t'or the first dimension of A means 
that the array elcrnents are not distributed along 
the first (vertical) axis. I11 other words, the ele~nents 
in any given column are not divided among differ- 
ent proccssors, but are assigned as a single bloclz to 
one processor. This type of mapping is referred to as 
serial distribution. Figure 5 illustrates this distribution. 

The BLOCK Itey\\~ord for the second dimension 
means that for any given ro\tl, the array elements are 
distributed over each processor in large bloclzs. The 
bloclzs are of approximately e q ~ ~ a l  size-in this case, 
they are exactly equal-with each processor holding 
one block. As a result, A is broken into four contigu- 
ous groups of columns, \\lit11 each group assigned to 
a separate processor. 

Another possibility is a (*, CYCLIC) distribution. 
As in (*, RI,OCI<), all the elements in each column are 
assigned to one processor. Thc elements in any give11 
row, ho\ve\lcr, are dealt out  to the processors in round- 
robin order, like playing cards dealt out  to  players 
around a table. When elements are distributed over lz 

processors, each processor contains every 11th column, 
starting from a ditferent offset. Figure 6 slio\vs the 
same array and processor arrangement, distributed 
CYCLIC instead of BLOCIC. 

As these esaniplcs indicate, the distributions of thc 
sepal-atc dime~lsions are independent. 

A (BLOCK, BLOCK) distr ib~~tion,  as in Figure 3, 
divides the array into large I-ectangles. In that figure, 
the a m y  clcments in any givcn column or any given 
row are divided into &\lo large bloclts: I'rocessor 0 gets 
A(1:8,1 :S), processor 1 gets A(9:16,1:S), processor 2 
gets A(1:8,9:16), and processor 3 gets A(9:16,9:16). 

Figure 5 
A (*, BLOCK) Distribution 

Figure 6 
A (*, CYCLIC) Distributio~l 

The ALIGN Directive The ALIGN directive is used to  
speci$ the mapping of arrays relative to one another. 
Corresponding elements in aligned arrays are always 
mapped to the same processor; array operations 
between aligned arrays are in most cascs more efficient 
than array operatio~is between arrays that are not 
Icnown to be aligncd. 

The most comnion use of AI,IGI\T is to specify that 
the corresponding clcrnents o f  two or  nlore arravs be 
mapped identically, as in the following example: 
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! h p f $  a l i g n  A ( i )  w i t h  B ( i )  

This example specifies that thc tcvo arrays A and Bare  
always mapped the samc \\!a!!. More comples align- 
ments can also be specified. For esaniple: 

! h p f $  a l i g n  E ( i )  w i t h  F ( 2 * i - 1 )  

In this example, the elements of Eare al~gned \\,it11 the 
odd elements of F. In this case, h'can have at most half 
as many elements as t;. 

An array can be aligned with the interior of a larger 
drray: 

r e a l  A ( 1 2 ,  1 2 )  
r e a l  B ( 1 6 ,  1 6 )  

! h p f $  a l i g n  A ( i ,  j )  w i t h  B ( i + 2 ,  j + 2 )  

In this example, the 12 x 12 array A is aligncd \vitli 
the interior of the  16 X 16 array B(see Figure 7). Each 
interior element of B is al\\lays stored on the same 
processor as the corresponding elenlent of A .  

The Default Distribution Variables that are not esplic- 
itly distributed or  aligned are given a default distribu- 
tion by the compiler. The default distribution is not 
specified by the .language: different compilers can 
choose different debul t  distributions, ~~sual ly  based 
on constraints of  the target architecture. In the IIEC 
Fortran 90 language, an array or scalar \vith the default 
distribution is coinpletel!r replicated. This decision \vas 
made because the large arrays in the PI-ogralii are the 
significant ones that the programmer has to distribute 
explicitly to get good performance. Any other arrays 
or scalars will be small and generally \vill benefit from 
being replicated since their values \ \ r i l l  then bc available 
e\~er)l\vhere. O f  course, the programmer retains corn- 
plete control and can specie a different distribution 
for these arrays. 

Replicated data is cheap to read but generally 
expensive to write. Programmers typically use repli- 
cated data for information that is co i i ip~~ ted  infre- 
q ~ ~ e n t l y  but used often. 

Figure 7 
An Example o f h r a y  Alignment 

Data Mapping and  Procedure Calls 
The distribution of arrays across processors introduces 
a new complication for procedure calls: the interface 
benveen the procedure and the calling program must 
take into account not ollly the type and size of the rel- 
evant objects but also their mapping across processors. 
The HPF language includes special forms of  the 
ALIGN and DISTRIBUTE directives for procedure 
interfaces. These allow tlie program to specifi \vhetIier 
array arguments can be handled by the procedure as 
they are currently distributed, o r  whether (and ho\v) 
tile\! need to be redistributed across tlie processors. 

Expressing Parallel Computations 
Parallel con~putations in H1'F can bc identified in four 
\vays: 

Eortran 90 array assignn~ents 

F O M L L  statements 

The INDEI'ENDENT directive, applied to  DO 
loops and FORALL statements 

Fortran 90 and HPF intrinsics and library fi~nctions 

In addition, a compiler may be able to  discover paral- 
lelism in other constructs. In this section, we discuss 
the first t ~ v o  of these parallel constr~~ctions.  

Fortran 90 Array Assignment In Fortran 77, operations 
on \\)hole arrays can bc acconiplislied only through 
explicit D O  loops that access array elc~iients one at a 
time. Fortran 90 array assignment statements allo\\~ 
operations on entire arrays to bc expressed more siniply. 

In  Fortran 90, the ~ ~ s u a l  intrinsic operations for 
scalars (arithmetic, comparison, and logical) can be 
applied to arrays, provided the arrays arc of tlie same 
shape. For esaniple, if A, B, and C arc nvo-dimensional 
arrays of the same shape, the statement C = A + B 
assigns to each element of C a \ralue equal to the sum 
of the corresponding elements of A and B. 

111 more cornples cases, this assignment syntax can 
lia\!e thc effect of drastically sirnpli@ng the code. For 
instance, consider the case of three-dimensional 
arrays, such as the arrays dimensioned in the following 
declaration: 

r e a l  D ( 1 0 ,  5 : 2 4 ,  - 5 : M ) ,  E ( O : 9 ,  2 0 ,  M+6)  

In Fortran 77 syntax, an assignment to  every ele- 
ment of  D requires triple-nested loops such as the 
example sho\\ln in F i g ~ ~ r e  8. 

In Fortran 90, this code can be expressed in a single 
line: 

The FORALL Statement The F O W L  statement is an 
HPF extension to  the American National Standards 
Institute (ANSI) Fortran 90 standard but has been 
i~~cluded in the drak Fortra~i 95 standard. 
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do i = 1 ,  1 0  
d o  j = 5, 2 4  

d o  k  = - 5 ,  lul 
D ( i ,  j ,  k )  = 2 . 5 * D ( i ,  j ,  k )  + E ( i - I ,  j - 4 ,  k + 6 )  + 2 . 0  

e n d  d o  
e n d  do 

end  d o  

Figure 8 
An Example o f  n Tsiplc-ncstcd I.,oop 

FORALL is a generalized form of Fortran 90 array 
assignment syntax that allo\vs a \\rider variety of  array 
assignments to bc cspressed. For esample, the diago- 
nal of an array cannot bc represented as a single 
Fortran 90 array section. Therefore, the assignment of  
a value to  every element of the diagonal cannot be 
espressed in a single array assignment statement. It. 
can be esprcssed in a FORALL statement: 

r e a l ,  d i m e n s i o n ( n ,  n )  :: A 
f o r a l l  ( i  = 1 : n )  A ( i ,  i )  = 1 

Although FORALL. structures serve the same pur- 
pose as some 130 loops d o  in Fortran 77, a FORALL 
structure is a parallel assignment statement, not a 
loop, and in many cases produces a different result 
from an analogous DO loop. For esaniple, the 
FORALL statelnent 

applied to tlie matrix 

produces the following result: 

On the other hand, the apparently similar 130 loop 

do i = 2,  5  
C ( i ,  i )  = C ( i - I ,  i-I) 

e n d  d o  

This happens because the DO loop iterations are pcr- 
formed sequentially, so that each successive element of 
the diagonal is updated before it is used in the next 
iteration. In  contrast, in the FORALL statement, all 
the diagonal elements are fetched and used before any 
stores happen. 

The Target Machine 

Digital's DEC Fortran 90 compiler generates code 
for clusters of  Alpha processors running the Digital 
UNIX operating system. These clusters can be separate 
Alpha workstations or servers connected by a fiber dis- 
tributed data interface (FDDI) or  orher network 
devices. (Digital's high-speed GIGAswitch/FDDI sys- 
tem is particularly appropriate.14) A shared-memory, 
symmetric multiprocessing (SIMP) system like the 
Alphaserver 8400 systern can also bc used. In  tlie case 
of an SMP system, the message-passing library uses 
shared memory as the message-passing medium; the 
generated code is otherwise identical. The same exe- 
cutable can run on a distributed-rnernol.!~ cluster or an 
SMP shared-memory cluster without recompiling, 
DEC Fortran 90 programs use the execution en\+ 
ronment provided by Digital's Parallel Software 
En\~ironment (PSE), a companion p r o d ~ c t . ~ , ' ~  PSE 
is responsible for in\ioling thc program on multiplc 
processors and for performing the message passing 
requested by the generated code. 

The Architecture of the Compiler 

Figure 9 illustrates the high-level architecture of 
the compiler. The curved path is the path taken 
when compiler command-line switches are set for 
compiling programs that \v111 not execiltc i l l  parallel, 
o r  when the scoping unit being compiled is declared 
as EXTRINSIC(HPF-LOCAL). 

Figure 9 shows the front end, transform, nliddle 
end, and GEM back end components o f the  compiler 
These coniponents function in the follo\v~ng ways: 

The front end parses the input code and produces 
an internal representation containing an abstract 
syntax tree and a symbol table. I t  performs esten- 
sive semantic c l~eclung. '~  
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Figure 9 
Co~npilcl- Cornponcnrs 

SOURCE OBJECT 

The transform component performs the trmisfor- 
mation from global-HPF to explicit-Sl'iM13 form. 
To d o  this, it localizes tlic addressing ofdata, insc1.t~ 
cornniunication nrhcre ncccssary, and distribures 
parallel compurations over pl-occssors. 

CODE 

The middle end tra~islates the internal reprcscnta- 
tion into another form of internal rcprcscntation 
suitable for GEM. 

The GEM lback end, also lrsecl by other Digital 
compilers, performs local and global optimjzation, 
storage allocation, code generation, ~xgister ~illoca- 
tion, and emits binary object code.'. 

FRONTEND kFTRI\NSFORMl MIDDLE END GEM 

In this paper, \Ire are niainly concer~led \\.it11 t l ~ c  
transform component of tlic compiler. 

CODE * 

An Overview of Transform 

Figure 10 sho\\,s thc transform phases discussed in this 
paper'. These ph;lscs pcrforn.1 thc follo\\ing Ice!! tasks: 

LOWF,R. Transforms array assignments so that 
they look internally likc FOIWL,L statements. 

DATA. Fills in the data space ink)!-mation For each 
symbol using information from Hl't' directi\,es 
 lie^-e avnilable. T l~ i s  dctcmincs \\.lic~-c each data 
object lives, i.e., Ilo\\/ it is distributed o\,cr tlie 
processors. 

I'T'El<. Fills in tlie iteration spacc infol-m~rion for 
each co~i lp~~ta t ional  cxpress i~~ i  node. This detcr- 
mines \\,here each computation t ~ k c s  place ancl 
indicates \\.here communication is necessary. 

ARG. Pulls hinctions in the interior of exprcssio~ls 
up to the statement Ie\fcl. It also compares the map- 
ping of actl~al arguments to  t l i ~ t  of thcil- corre- 
sponding d~rni~nies  and gcncratcs I-em'ipping into 
compiler-generated tempoml.ics if ncccssJry. 

Figure 10 
The Transform Ph~scs 

11lVIl)E. l'ulls all conlmunication inside esprcs- 
sions (idcntified b!. ITER) u p  to tlie statement level 
and identifies \\,hat kind of comlnunication is 
nccded. It also ensures that infonilation r~ccded for 
flo\\. ofcontrol is available at each processor. 

STRIP. Turns global-HPF code into explicit-SPIM~) 
code by localizi~lg the addressing of  all data objects 
and inserting explicit SEND and 1ECEIVE calls 
to ~nalte c o ~ n ~ i i ~ ~ n i c a t i o n  explicit. In the process, 
it performs strip milling and loop optimizations, 
\,ccto~.izcs c o r n ~ ~ ~ l u ~ i c a t i o ~ i ,  2nd optimizes nearcst- 
nciglibor computations. 

Transfol-m uses the follo\ving main data structures: 

S!.mbol table. This is the s!lrnbol table created by 
the fi-ont end. I t  is cstcndcd by tlie trallsform phase 
to include dopc inforniation for array and scalar 
symbols. 

1)otree. Tra~isform uses the dorree form of the 
a b ~ t r ~ i c t  syntas tree as an intcrnal representation of 
the program. 

1)cpcndencc graph. This is a graph \\,hose nodes are 
esprcssion nodes in the dotree and \\,hose edges 
represent dependence edges. 
l>ata spaces. A data space is associatcd with cach 
data symbol (i.c., cach arl-a!, and each scalar). TIie 
clata spacc information dcscl-ibes how each data 
object is djstr ib~~tcd ~ \ ~ c r  the processors. Tliis infor- 
mation is dcriicd from Hl'F directi\res. 

Iteration spaces. An iteration space is associated 
\\,ith cach compi~tational node in the dotree. The 
iteration spacc i~lformation describes lie\\. compu- 
tations arc dist~.ibuted over the processors. This 
information is not specified i l l  the source code but 
is proriuccd by the con~piler. 

l ~ h c  interrelationsliip of these d3t3 strllcturcs is dis- 
cussed in Rcfcl-cncc 18. Thc data and itcration spaces 
arc central to tile processing performed b!, transfoi-m. 

The Transform Phases 

LOWER 
Since rlic F O l U L L  statement is n generalization of a 
Fo1.tr~11 90 '11-ray assignnlent and includes it as a special 
case, it js con\rcnicnt for the conipiler to  have a uni- 
fo1.m I-cprcscnt;ltion for tliese nvo constructions. T11e 



LO\VkI< pliasc implements tliis b!. turning each 
Forttan 90 array assignnlent illto an cqui\~alctit 
t'OlL.\l.I.. statclncnt (acr~~all!~, into tlic dorrcc ~.cpre- 
sentation of one). This u11ifol-rn rcprcscntnrion means 
t l~a t  tlic cornpilet- has h r  fc\\,er special cases to consider 
than otlicr\\~isc might be necessar!. and leads to n o  
clcgr.iti.lrion of the gclieratcd code. 

DATA 
The DATA phase specifies \\,here darn livcs. Placing 
anci addrcssi~lg d~t .1  correctl!! is ollr of the major taslts 
of t~.ansfor~n. ?'hcrc arc a large n ~ ~ m b c r  of possibilities: 

\Vlicn n \*aluc is :ivailable on c\.cry proccssor, it is 
s.iid to be ~.cpIicci/ecl. When it is n\.ailnblc on morc than 
one hut not nll  processors, it is said to  bc /x~r . / ic~ l I l~  

~'c~/)l ic.~~/c~(l. Fol instance, a scalar ma!' li\,c o n  o~il!, one 
proccssor, or on morc than one proccssor. Typically, a 
sc~lat- is replicated-it livcs on all proccssors. Tlic rcpli- 
cation of scalar ci3r.l makes fetches c11c;lp I)CC~ILISC cnch 
processor 113s n copy of tlie rcclucstcci \,nlirc. Stores to 
rcplicatcti scalar d;lt'i can be espcnsivc, ho\\,c\,cr, if tlic 
value to  be storcd has not been replicated. In  that case, 
tlic \aluc to be stored 111i1st be sent to each proccssor. 

Tlic salnc considcration applies to arrays. Arrnys 
ma!, be rcplicntctl, in \\Mi case cncli proccssor has n 
copy of an entire array; or  arrays may be partially rcpli- 
cntcd, in \\rliich case each element of thc nrr.iy is a\,nil- 
able o n  n s11bsc.t oftlic processors. 

Fu~.tlicrmorc, nrra!,s that are nor rcplic,ltcd ~iia!, be 
distributed across the processors in sc\.cral different 
Lqshions, as csplained abo1.e. In hct ,  cncli dimcnsio~i 
of cnch iirriy 111i1!' be distributed il1depcndcntly of 
the o t l l c ~  ciinic~isions, TIie Hl'F mapping di~.cctives, 
princip,ill!~ AI.IGN ;lncl l>IST'RII3UTE, give tlic pro-  
grammer the ability to specie complctcly lie\\? each 
climcnsion of each array is laid out. 1)A-rA i~scs the 
i~ifi)~-~li,ltioti i t )  t l~cse directi\,cs to construct nn internal 
dcscriptiori or t/o/u space of tlic la!.our of cacli aura!'. 

ITER 
'The II'ER phase determines \\.licrc the intcrmcciintc 
results of c.~lc~~l,ltions S I I O L I I C ~  li\'e. Its rcI.1tio1lsliij) to 
1)Al.A can be czpl-csscd as: 

1)Zil.A dccicics \\.licrc parallel d;ltn l i \ u  

17'ER dccidcs \\*here parallel compirtntions happen. 

b;;icll ,irray has a fixed n ~ t ~ n b c r  of dinlensions and an 
extent in each of those dimensions; these properties 
togctlicr determine the sliape of .ln array. After 1)A-IA 
hns ti nislicd processing, tlie sli3pc 2nd mapping of 
cach ,lrrn!, is kno\\m. Sinlilarl!', the rcsi~lt of n computu- 
tion has ;i particular sliape and mapping. This shape 
ma!. be difkrcnt from that of the dam ~ ~ s c d  in tlic com- 
p~ ta t ion .  As a simple esaniple, tlic computation 

has a nix-ciirnensio~iiil sIi;ipc, C\.CII t110~1gli botli arrays 
A and H liavc tlircc-dimensional shapes. Thc dar.1 
s ~ ~ ~ c u i , ~ t a  s t r ~ ~ c t ~ ~ r e  is ~~'icei to describe tlic s h ~ p c  of 
eacli array and its In!,out iri nlcmor!p and across proccs- 
sors; similarly, i /e r 'n / io~~ .s/)occ is used to describe the 
shape of each computntion and its la!.out across 
processors. O n c  of the main raslts of transfol-m is to 
e o ~ ~ s t r ~ ~ c t  the iterntion sp;icc for cacli co~i ip l~ta t io~i  SO 

that it Icads to  as little intcrproccssor comm~mication 
as possible: tliis construction Iinppens it1 ITEK. The 
compiler's \pic\\' of this construction and the intemc- 
tion of these spnccs arc csplaincd in l<eeferencc 18. 

Shapes can cliangc \\.itlliti ;III cspt-ession: \\,hile sonic 

operators return 3 rcs~tlt Iia\.i~is tllc sliapc of their 
operands (e.g., acidi~ig t\\.o arrays of the sanie shape 
returns a n  ,~rra!, of the sa~iic sliupc), other oper;itors 
can return a result I~.~\zing a diffcrcnt shape t l i ~ ~ i  t11c 
sliape of their opcmncis. For csamplt-, reductions like 
SULM return a rcsult ha\*il~g a shape \\,it11 lo\vcr rank 
than that of the input csprcssio~~ being reduced. 

One \\;ell-ltno\\/n mctlioci of cicterlilining \vIicrc 
colllputations happen is the "o\\,ner-co~nputes" rule. 
With this method, 311 the values necdcd to  construct 
the computatio~l on tlic right-hand side of an assign- 
ment st.ltclncnt arc fctclicd  sing interproccssor 
comllil~nicatio~i if ncccssary) anci computed on the 
processor that contains the left-hand-side location. 
Then they arc storcd to tlinr Icfi-hand-sidc location ( o n  
the same proccssor o ~ i  \\,liicli the!. \\,ere comp~rtcd). 
Thus description of \\,I~crc comp~rtntions occur is 
derived fi-om tlic output of 1)A'rA. There are, ho\\.cvcr, 
simple es;i~nplcs \\*liet-c tliis method Icads to less than 
optimal perforrnancc. For itlsta~icc, in tlie code 

! h p f  $ 
! h p f  $ 
! h p f $  

r e a l  A(n, n ) ,  B ( n ,  n ) ,  C(n, n )  
d i s t r i b u t e  A ( b l o c k ,  b l o c k )  
d i s t r i b u t e  B ( c y c l i c ,  c y c l i c )  
d i s t r i b u t e  C ( c y c l i c ,  c y c l i c )  

f o r a l l  ( i = l : n ,  j = l : n )  
A ( i ,  j )  = B ( i ,  j )  + C ( i ,  j )  

e n d  f o r a l l  

the o\\.ner-computes I-ulc \\.auld mo\.c B and C t o  
align \\,it11 '4, iirld then .idd the m o \ d  \,alucs o f  B and 
Cand assign to .dl. It is ccrtninl!, morc efficient, lie\\.- 
ever, t o  add 13 2nd (,'togctlicl. \\,liere they are aligned 
\\'it11 each otlicr 311~1 tlicll cot i i~ l l i~nicat~  tlie result to 
\\)liere it nccds to be storcci to rl. With this procedure, 
\\,c need to colnln~~~i ica tc  only one set of values rather 
than t\\.o. The compiler identifies cases such as tlicsc 
and generates tlic computation, 3s i~idicated Iicrc, to 
minimize the c o m ~ n ~ ~ n i c n  t io~i.  

ARG 
The ARG phase pel-forms an!* ~icccssar!~ remapping of 
nctital argirmc~its at subro~itinc call sites. I t  docs this 
by comp,lring tlic m,lpping of tlic actuals (as dctcr- 
mincd by ITElI) to rlic 11i;ipping of the corresponding 
dummies (as dctcnnincd by DATA). 



I n  our i ~ i i p l c ~ i i e ~ i t ; ~ t i o ~ ~ ,  the caller pcrk)r~iis all 
remapping. If ~.c~iiappitig is nccessnr!,, AIL(; csposcs 
that reniapping by inserting an assig11111~11t stntcliiclit 
that remaps thc actual to a temporary tliut is milppcd 
the way the ciumniy is mapped. ?'his g~~ar:l~itccs tliat 
references to a duln~n!. \\.ill  access rlie correct data as 
specified by the programnler. O f  course, if the parame- 
ter is an OUT argument, ;I similar copy-out remapping 
has to be inserted after the subroutine call. 

DIVIDE 
Tlie DIVIDE phasc partitions ("di\~idcs") each csprcs- 
sjon in the ciotrcc illto regions. Each rcgion colitains 
comp~~tat ions  that c31i happc11 \ \ ~ i t I ~ o ~ l t  i ~ ~ t e r p r o c e s s ~ r  
communication. When I-egion R uses tlic \.slues of 
a subesprcssion computed in region S, for csamplc, 
interprocessor com~nunication is rccluircd to remap 
the conipl~tcd valucs from their locations in S to rlicir 
desired locations in R.  1)IVIDE makcs a temporary 
mapped tlie nray rcgion R needs it and makcs an 
explicit assign~ncnt statement \\,hose Icft-lia~id sidc 
is that temporary i~nti \\,hose right-hand sidc is the 
subesprcssion comp~~tc t i  ill region S .  In  this \\,a\,, 
L31VIDE makcs csplicit thc intelproccsso~ co~nn i l~n i -  
cation that is implicit in the jtc~-atio~i space inh)r~nation 
attached to  each csprcssion nodc. 

13IVIDE also pcrfor~ns othcr processing: 

13IVIDE replicates csprcssions needed to mnnagc 
control do\\; such AS an expression rcp~.cscnting 
a b o ~ ~ n d  o f a  1)O loop or the cotidition in an IF  
statenlent. (:onscqucntl\,, each processor can cio 
the necessary hra~~cliing. 

For cacli statcnicnt ~.cquiring c o ~ n ~ n ~ ~ ~ ~ i c n t i w ,  
DIVIDE identities the kind of c o m ~ n ~ ~ n i c ; > t i o ~ ~  
needed. 

Depending o n  \\,hat lkno\\.ledge the n\.o sides of the 
conimunication (i.c., tlic sender and the receiver) 
have, we distinguish n\fo kinds of conlm~~~i ic ; l t io~i :  
- Full k~io\\-lciigc. The sender kno\\fs \\~liat it is 

sending and  to \\rliom, ~ n d  the rccci\rc~. lk~io\\,s 
\\,hat it is ~.ccci\,ing ~ n t i  from \\.horn. 

- Partial k~io\\,lcdgc. Either the scndcr k~io\\.s 
\\.hat it is sending and to \\.horn, or  tlic rc.cci\.cr 
kno\\.s \\,hat it is rccei\.ing and from \\.horn, bur 
tlie othcr party knows nothing. 

This kind of nicssagc is typical of codc dealing 
with irresular data accesses, for instance, codc 
\\.it11 array rcfcrcnccs containing \,cctor-\.nlucd 
subscripts. 

STRIP 
The STRIP phasc (shortened from "strip rni~lc~."; 
probably a better term \vould be the "Iocalizcr") tdkes 
tlic statements categorized by DIVIDE as needing 

cornn~u~i ic ;~t io~i  and inserts calls to library routines to 
mo\,c thc tiara from \\,here it is to \\,lic~.c it ~iceds to be. 

It tllcn localizes parallel assignments c o ~ r i i ~ ~ g  f'roll~ 
\,cctor assignments and FOlWLL, constrilcts. 111 othcr 
\vords, cach processor has some (possibly zcro) n ~ ~ n i -  
bel- of army locations that lo nu st be storcd to. A set of  
loops is gcnc~l tcd  tliat calculates the value to be storcd 
and stores it. The bounds for tlicsc loops are depen- 
dent o n  the distribution of the arl-a!. bcing assigned to 
and the section of the array bcing assigned to. These 
bounds niay be csplicit numbcrs Ikno\\,n at compile 
tinic, 01. they ma!1 be expressions (\\)lien the array s i x  
is not Ic~io\\ln at compile time). I n  any casc, they arc 
esposcd so tliat they may be optimized by later phases. 
The!* arc not calls to run-timc roi~tincs. 

The subscripts of each dimcnsio~i of cach array in 
the starcmcnt are then re\\>rittcn in terms of  tlic loop 
\.ariablc. l'his modification effccti\.ely turns tlie origi- 
nal global subscript into a local subscript. Scalar sub- 
scripts arc also con\rcrted to local subscripts, but in this 
casc the subscript cspression docs not in\aol\~e loop 
indices. Similarly, scalar assignmclits tliat rcfcrence 
array clc~ncnts  ha\^ their subscripts con\rcrtcd fYom 
global .ltidrcssi~~g to local addressing, based on the 
original subscript and the distribution of tlic corre- 
spo~lding dilllension o f the  array. They d o  not require 
strip loops. For csample, considcr tlic codc f i ag~ t~en t  
slio\\.n i l l  Figure I la .  

Hcrc k is somc variable \vhosc t-alue lias bee11 
assigncci bcforc the FORALL. Let us assume that .A 
and /l lia\jc been distributed over a 4 X 5 processor 
arm!, ill S L I C I ~  :I \\'a? that the first d i ~ n c ~ ~ s i o n s  of A and U 
arc disn.ib~~tcci CYCLIC o\.er thc first dimension of the 
proccsso~ nl.rn\ (\\'hiell lias ehtcnt 4) ,  and the second 
dimensions of A and B are distrihutccl RI,OCK o \c r  
the second riimension of the processor array (\\~liicli 
lias extent 5).  (Tlie programmer can espress this 
through a facility in HPF.) Tlic generated codc is 
slio\\,n in F i g ~ ~ r e  1 1 b. 

If the array nssig~led to o n  the Icft-Ii:~lld sidc of such 
a S ~ ~ I ~ C ' I I I C I I ~  is ; ~ I s o  referenced o n  rhc right-liand side, 
thcn rcplaci~~g rlie parallcl FOlM1,1, I>\' a D O  loop 
m:l\ \,iol,~tc t l ~ c  "fetcli before store" se~nnnrics of the 
oripi11.11 statcmclit. That is, all a~.r.i\~ clc~iicnt ma!, be 
assigned to o n  one iteration of the 1)0 loop, and this 
nc \ \  \ d u e  nlay subscq~~cntly bc rcatf on a later itera- 
tion. I n  the original mcaning of the statcmcnt, ho\\.- 
e\*er, all values read \\rould be the original \,alucs. 

This prohlenl can al\vays be resolved by evaluating 
the rigllt-Iia~lci sidc of  tlie statcmcnt in its ctitircty into 
,I rclnporar!, ,lrrn\>, ;111d the~i-in a scco~ici set of 130 
loops-~ss ig~i i~~g that ternporc1r\, to tlic left-li;~~id siclc. 
\\fc ~ ~ s c  ticl3c1icic1lce ;inal!'sis to ~ ic t c r~ i i i~ ic  if s ~ ~ e l i  A 

problcni o c c ~ ~ r s  at all. E\.cn if it docs, thcrc are cases in 
\\~liicli loop transformations can be used to  climinatc 
tlic need ki)r a temporary, as outlined in I<cference 19. 



r e a l  A ( 1 0 0 ,  2 0 ) ,  B ( 1 0 0 ,  2 0 )  
! h p f $  d i s t r i b u t e  A ( c y c l i c ,  b l o c k ) ,  B ( c y c l i c ,  b l o c k )  

. . . 
f o r a l l  ( i  = 2 : 9 9 )  

A ( i ,  k )  = B ( i ,  k )  
e n d  f o r a l l  

( a )  (:ode Frngmc~it 

. . . 
i f  k mod 5  = L m I 4 J  t h e n  

d o  i = ( i f  m  mod 4  = 0 t h e n  2 e l s e  I), ( i f  m  mod 4  = 3 t h e n  2 4  e l s e  2 5 )  
A ( i ,  L k l 5 J )  = B ( i ,  L k I 5 J )  

e n d  d o  
e n d  i f  

( 1 7 )  Psc~~ilocodc Gcncrarcd for Code Fragrncnr 

Figure 11 
(:ode F~xgrncnr and Pseudocode Gcncnted k)r Code Fr~g~ncnt  

(Some poor i~nplcmaltations al\va!ls introduce tlie 
temporary c \ r n  \\.hen it is not  needed.) 

Unliltc other H1'F implementations, ours uses 
co~~lpilcr-gcnc~.atcci inlined cspressjons jnstcad o f  
fi~nction calls to determine local addressing values. 
Furthermore, our iniplementation does not introduce 
barrier synchronization, since the scnds and receives 
generated by the transform pliasc \ \ f i l l  enforce any 
necessary s!~nchronization. I n  general, this is m ~ ~ c l ~  less 
c x l x ~ ~ s i \ ~ c  than a ~iaive insertion of barriers. Tlic 
reason this \vorks can be seen as follows: first, any valuc 
needed by a processor is computed either locally o r  
~ionlocally. If the value is computed locally, the normal 
co~ltrol tlo\\, guarantees correct access order for that 
~ a l u e .  i f  the \.aluc is compi~ted nonlocally, the gencr- 
ated rccci\rc o n  the processor that nccds the value 
cnuscs the rccciving processor to  \\,air ~ ~ n t i l  tlie value 
arri\.cs fi-om thc sending processor. The scnding 
proccsso~. \ \ , i l l  not sc l~d the \ d u e  until it has c o ~ i i p ~ ~ t c d  
it, agniri bccausc of normal co~ltrol-flo\\,. If  the sending 
processor is rcndy to send data bcforc the rccci\ling 
processor is ready for it, the scnding processor can 
continue witlioi~t waiting for the data to be received. 
13igital1s I'arallcl Sofh\fare Environment (1'Sh) buffkrs 
tlie clata until it is ncccl~d." 

Some Optimizations Performed by the Compiler 

The GEM baclt cnd performs the t'ollo\\ring 
optiniizatio~is: 

Constant folding 

Optimizations of '11-irlimctic IF, logical IF, and 
block IF-THEN-ELSE 

Global common subesprcssion elimination 

Remo\ral of in\rariant cxprcssions from loops 

Global allocation of general registers across pro 
gram units 

In-line expansion o f  statement functions and 
routines 

Optimization of array addressing in loops 

Value propagation 

Deletion ofredundant J I I ~  unreachable code 

Loop unrolling 

Sohvarc piyelining to rearrange instructions 
benveen different unrolled loop iterations 

Array temporary elimination 

In addition, thc transform component performs 
some important optimizations, mainly devoted to 
irnpro\ling interprocessor comn~unicatio~l.  We h a w  
implemented the following optimizations: 

Message Vectoriza tion 
The compiler gcncrates code to lin~it the coniniunica- 
tion to  one SEN13 and one KECEIVE for each array 
being nio\,cd bcn\,ccn any n1.o processors. This is tlie 
nlost ob\,ious and basic of all the optimizations that a 
compiler cnn pcrform for distributed-memory arclii- 
tectures and has been \\,idcly ~tudied.~"-" 
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If  tlie arra\,s A and R arc Inici o ~ r t  25 in Fi9u1.c 12 n11d 
if 13 is to be a s s i ~ n e d  t o  A, tlicn ;irr.l\. e l c n ~ c ~ l t s  U(4) ,  
11(5), n ~ i d  13(6), all o f  \\.Iiich li1.c o n  processor 6, 
should be sent t o  processor 1 . Clcnrl!-, 1t.c do  ~ i o t  \\.ant 
t o  gcncr,ltc thrcc distinct message\ fi)~. this. ' f l i c ~ . e f o ~ ~ ,  
\\'c collect these thrcc c l c ~ n c ~ ~ t s  ,111ci gc~ic~.;itc o11c IIICS- 
sagc containing all thrcc o f  tlicm. -1'his csamplc 
in\,ol\~cs f i l l 1  I<no\\lledgc. 

( : o n i m ~ ~ ~ i i c a t i o n s  in\,ol\,ing p.irtinl k ~ i o \ \ ~ l c i i ~ c  arc 
also vcctorizcd, b u t  they arc 11111~11 11io1.c e s p e ~ ~ s i \ , e  
because the  side of thc mcssngc \\.ithout initial kno\\.l- 
edge 11~1s t o  be i n h r m c d  o f  the mcss,ljic. Although 
tlicrc 3rc sc\.cral \va!.s to clo this, all .ire costl!., citlicr in 
timc or in space. 

Wc LISC the  sanic method,  incicicnt.lll\~, t o  inlinc the 
Hl'E SSS-SCATTER routines. Thcsc ncn. routines 
lia\,c hccn j~itrocluced t o  handle 3 pn~.allcl construct 
tl1at c o i ~ l d  c'nuse more  than o n e  \.nluc t o  hc , lss iy~cd t o  
the sl-llnc location. The o u t i o m c  o f s ~ ~ c h  cases is cictcr- 
mincti Iy the r o ~ ~ t i n e  being i ~ ~ l i ~ i c d .  For i~ist.lncc, 
SUM-SCATTER simply adds ,111 thc \,,llucs tlint ;lr~.i\,c 
;it cacll location and assigns the fi~i.ll r c s ~ ~ l t  t o  thnt locn- 
tion. Although this is ;in c s n n ~ p l c  o f  intc~.p~.occsso~.  
com~nunica t ion  \\.it11 partial kno\\.lcdgc, \\.c can still 
build u p  messages s o  that  onl!. ;i mininlum number o f  
I I I C S ~ I ~ C S  ; ~ r c  sent. 

In  somc cases, \vc can impro\.c the handling o f c o m -  
munic;itions \\.it11 partial kno\\-lcdsc, pro\.icicd rhcy 
occur  Inorc thau once in a progranl. For  nlorc infor- 
mation, plcnse see the section Ilun-time l'rcproccssinp 
o f  Irrcgi~lilr Data Accesses. 

Strip Mining and Loop Optimizations 
Strip ~ n i n i n g  and loop oprimiz.itions I ~ a \ ' c  t o  tio \\!it11 
guicrat ing efficient codc o n  '1 pel.-l>roccssol basis, 2nd 
s o  ill somc scnse can be t l i o ~ ~ g l i t  of  .is c o ~ i \ . e ~ i t i o ~ i ~ l .  
Gcncrnll!; \ire follo\\~ the processing dctnilcd ill 

Ilcfcrcncc 19 and summarized as: 

Strip mining obsraclcs arc cli~nin.itcd \\,llcre possi- 
ble by loop transformatio~is ( loop  rc\.crsnl o r  loop 
intercliange). 

ARRAY A 

PROCESSOR 
NUMBER 1 2  

ARRAY o 

5 6 7 8  

Figure 12 
'I'\\.o Arrays in  h.lcmor! 

Tcmporarics, if introduced, are o f  minimal size; this 
is ;lcliic\.cA b!* loop interchange. 

Eatcrior loop oprin1izntion is used t o  allo\\. rcuscd 
ti;ita to he kept in rcgistcrs over consect~ti\ .c itcrn- 
tions o f  tlic i1111c1.most loop. 

1.oop filsion cnablcs Inore efficient L I S ~  o f  c o n \ . c ~ l -  
tion,il o p t i n ~ i ~ n t i o ~ i s  and niinimizes loop o\~crhc,id. 

Nearest-neighbor Computations 
Nearest-neighbor compi~ra t ions  are comlnon  in codc 
nrritrcn t o  discrctizc p r t i a l  diffcrcntial equations. Scc 
the csa~i iplc  gi\-cn in Figurc 2. 

If \\.c linvc, for csnmplc, 16 proccssors, \\.it11 the array 
A distribirtcti in a (l:IX)(:I<, BLOCK) hshion o \ ~ r  the 
proccssors, t l ic~i  conceptually, the array is distributed ;is 
in Figurc 1.3, \vlicrc tlie arro\\*s indicate communica- 
tion nccdcd hcn\.ccn neighboring proccssors. In h c t ,  
ill this c.ise, c.1~11 p~.occssor ~ l c e d s  t o  scc \.alucs onl!, 
from a 11.11.1.o\\, strip (01. "sIiado\\, edge") in the m c ~ i i o r \  
of' its ncigl~horing processors, as sIio\vn in Figurc 14. 

T l ~ c  coml>ilcr icicntifics nearest-neighbor c o m p u t , ~ -  
tions (tllc I I S ~ I .  ciocs not  Iia\r to tag t h e ~ i i ) ,  and it ~lltcrs 
the addressing o f  cac'li ,irray in\'ol\fed in these compu-  
tations ( throuc~liout  the compilation unit).  As a result, 
each processor can s tore those arl-a!. elements that  arc 
needed from the ncigliboring processors. T l ~ o s c  ,lrr;i!. 
elcmcnts ,]I-c mo\scd in ( L I S ~ I I ~  message vectorizntion) 
a t  the  bcg i~ in ing  of the computat ion,  aficr \\~liicli tllc 
cnrirc computnrion is local. 

l lccognizing nc;ircst-nciplibor statenlcnts helps 
gcncrnrc bctrcr codc in sc\-cral \vays: 

l,css ~ . ~ ~ ~ l - t i r n c .  o\,crlicnd. TIic conipiler can c,lsil!, 
idcntih, the exact small portion o f  thc nrrd\, 
tlint ncctis t o  be ~ i ~ c n r c d .  T h e  communication for 
nc;~rcst-llcigllho~. nss ig l~~uents  is estrenlely regul~i~. :  
At cnch step, cnch p~.occssor is sending a n  cntirc 
sI iado\ ,  cdgc  to precisely o n c  o f  its nciglibors. 
T h e r c b r c  tlic com~iiunicat ion processing ovcrlicnti 
is c~~'cntI!r reduced. -That is, \\.e arc able t o  gcncl-;ltc 

Figure 13 
.A Sca~.cst-ncighho~- ( :o~n~ni~nicnt io~l  ht tcr l l  



I n  citlicr case, the r ~ l i k  o f t l i e  1.es~11t is less tli'11i th.lt o f  
tlic argltment; t h c r c f o ~ . ~ ,  SUiM is referred t o  ,IS ,I 

reduction intrinsic. Fo~. t~.dn 90 i n c l ~ ~ d c s  a Lirnil!, o f  
such reductions, and HPF 'ldcis more.  

We inline these reduct io~i  intrinsics ill sucli ,I \\,a!, 
as t o  distribute tlic \\.ark as rnl~cll .IS possible  cross 
tlie processors  lid t o  m i n i m i x  tlie number  o f  mcs- 
sages sent.  

I n  general, tlic reduction is performed ill t l ~ r c c  I>nsic 
stcps: 

1. Each processor loc.~ll!' performs tllc r c d ~ ~ c t i o n  opcr- 
ation on  its part o f t h c  reduction source into 3 b ~ ~ f f c r .  

Figure 14 2. These p~rti'll reduction ~.csulta arc conibincti \\.it11 

Sh,l~io\\- F.clgc.5 for S c . ~ ~ ~ c ~ r - n c i g l ~ l ~ o ~ ~  (:omputr~rion those o f  the orlicr p roccsors  in a "logarithniic" 
fashion ( t o  reduce tlic l i ~ ~ l n b c r  of' nlcss,lgcs scnt) .  

3. f h e  a c c ~ ~ r n ~ ~ l a r c d  ~.csult is tllcn locall! copicd t o  tlic 
target loc,~tion. 

c o ~ ~ i ~ l l ~ ~ ~ i i c ~ t i o ~ ~  i11\,ol\,illg C\ ,CII  less o\rcrlicad than 
gc~ic r '~ l  co l l i~ l l i~ l i i c~ i t io~ i  i~i\'ol\,illg fill1 kno\\,lcdgc. Figure 15 sho\\,s llo\\. tlic co~l ipu ta t io l~s  and c o n -  

munications occur in a complete r c d u c t i o ~ ~  o f  J I I  array N o  loc.11 copying. Ifsllatio\\, cdgcs \\,ere n o t  used, 
distributed over four proccssors. In  this t i g ~ ~ r c ,  c ~ c h  then the follo\\,ing s t , ~ ~ ~ d n r t i  PI-occssing \ \ ~ o ~ ~ l d  take 
\~crtical column rcprcsc11ts tlic memory o f  a single place: For cacl1 shifted-array rctcrcncc o n  the right- 
processor. T h e  PI-occssors arc thought  o f  (in tliis c ~ s c )  11311d side o f  the .1ssig111iic1it, shift the elitire array; 

rlic~l idcntitj, r l i ~ t  part ol-.tlic shifted Jrray that li\les as being arranged in ,I 2 x 2 s q ~ ~ , l r c ;  tliis is purcl!~ for 
c o n c c p t ~ ~ a l  pi~rposes-the act~1a1 proccssors .11-c ?,pi- loc.lll\, o n  c,lch p~.occssor ;Inti create a l o c ~ l  tcmpo- 
cally connected tlirough a s\\~itcli. t,ir\I t o  hold it. S o ~ n c  o f  that rclnporar\r ( t h e  part 

rep-csmting o u r  sh.~do\\ .  ccigc) \\,auld be mo\rcd in First, tlie reduction is performed locnll!, in the 

fi-o~n a ncighborin_~ processor, ~ n d  the rest o f  the r n ~ r n o r ! ~  ofeacli processor. This is rcprcscntcd h!, the 
\vertical arro\\.s in tllc f g ~ ~ l - c .  71'licn the computa t io~ls  tcrnl.x)ra'!r \ \ . o ~ ~ l t i  he copicd loc,lll!~ fi-oni tlle origi- 

nal an.n\,. O u r  p ~ . o c c s s i ~ ~ g  c l i~n i~ la tcs  the need for are accurni11.1ted oircr tlic four proccssors in n\'o stcps: 
the nlVo parallel ci~r\.cd ,~r ro \ \ . s  indicate tlic intcr- the local tcmpor.ll.!. ,lnd for r l ~ c  local cop!!, \\~liicli is 
processor c o ~ n ~ ~ i l ~ ~ i i c a t i o ~ i  ill the f ~ s t  step, follo\\.cti I>\* substa~~r-i.11 for large ,lrI.n\3s. 
the communication indicated b!, the remaining c~~r \pcd  

t i ~ - c , ~ t c ~ -  loc~lit!, ofrcfcrcncc. \Ylicn tllc actual com-  arro\\. in the second step. O f  course, for f \ . c  t o  eight 
putation is pc~- fo~ .~ l icd ,  gl.eatcl. localin, o f  reference processors, t1i1-ce c o m m u n i c , ~ t i o ~ ~  stcps \\,auld be 
is ,lcl~ie\.cd h c c ~ u s c  tlic sli,tdo\\. edges ( i .c . ,  the needed, and so  o n .  
rccei\.cd \.,llucs) arc I I ~ \ \ .  part o f  the arra!., r;1thc1. Although tliis basic idea nc\.cl- cli,ingcs, the a c t ~ ~ , i l  
t11,irl being .I tcnlporary so~nc\ \ . l ic~-c clsc in  mcrnor!r. generated code must t,llie into Account \rarious Lictol-s. 
Fc\\.cr mcssngcs. Fin,~ll!r, tllc optimiz.~tion also These include ( 1  ) \\.]iet]lcr [ I l c  ohjcct being I - c ~ L l c c t ]  
mnl<cs it possihlc for tllc colnpiler t o  see that some 
mcss,Igcs rn,l\. be c o ~ l l h i ~ l c d  into o n e  message, 
thcreb\, rctii~cing rhc 11umbc1- o f  mcss'lges tlint 
must bc scnt.  For i ~ l s t ~ ~ n c c ,  if the right-hand side 
of  tlic dssig~l~licllt  s t , l t c ~ ~ i c n t  i l l  t l ~ c  abo\rc example 
also c o ~ ~ t , l i ~ l c d  tc1.111 A( i + 1 , , j  + 1 ), C\.CII t l lo i~gh  
o\,crlapping shade\\, ctigcs anti an aclditional 
sllado\\, cdgc \\,auld ~ i o \ \ .  he in tlic diagonally adja- 
cent p ~ ) c c s s o r ,  IIO ,iticiitio~lnl c o ~ n ~ i ~ t ~ ~ i i c ~ t i o ~ i  
\\rol~ld 11ccd t o  bc gc~~cl.ntcci. 

Reductions 
T h e  S U M  inn-insic f i~nct ion o f  Fortran 90 talws an 
array argument 'lnd rcrur1is rlic sum o f  all its elcments. 
Altcrnati\,cl!,, SUI\I c a ~ i  return :In ,11.1-a!7 \\,hose rank is 
one  less rIin11 tlic rank of  its ,11.gurncnt, and each o f  Figure 15 
\\~Iiosc \ ' J I L I C S  is tlic sill11 o f  tllc C I C I ~ I C I ~ ~ S  in the . i r g u  ~~~~~~~~~~i~~~ a n d  ~ O m m l l n i c n r ~ o l ,  fr,l. < : O m p l c r c  
nicn t along ,I line p.ir.ll lcl t o  a specified ciimension. R e d ~ ~ c t i o ~ ~  o\,c~. Four Procc.sso~.s 



is replicated or dist~.ibutctl, ( 2 )  tllc different ilisrri- 
butions that each arra!. dinlc~ision ~iiiglit IIJ\.c, and 
( 3 )  wlietlier tlie reduction is complcrc or  parti;ll (i.c.. 
\\,it11 a 1)lILi argument). 

Run-time Preprocessing of Irregular Data Accesses 
1hn-time preproccssi~ig of irregular data accesses is 
a popi~lar t e c h ~ i i ~ l i ~ c . ~ '  If an cxprcssion in\ .ol\ . i~l~ tlic 
same pattern of irregular ~i3t.i :iccess is present morc 
than once in  J compilation unit, additional I-un-time 
prcproccssi~ng can bc ~~sccl  to good cffcct. An ' i b t~ . ,~c t  
csa~liplc \ \ . o ~ ~ l d  be code ofthc forn~:  

c a l l  s e t u p ( U ,  V, W )  
do  i = 1, n - t ime-s teps ,  1  

d o  i = 1, n, 1  
A ( V ( i ) )  = A ( V ( i ) )  + B ( W ( i ) )  

enddo 
do i = 1, n, 1 

C ( V ( i ) )  = C ( V ( i ) )  + D ( W ( i ) )  
end  d o  
do  i = 1, n, 1 

E ( V ( i ) )  = E ( V ( i ) )  + F ( W ( i ) )  
enddo  

enddo 

c a l l  s e t u p ( U ,  V, W )  
do  i = 1, n- t ime-steps,  1  

A = s u m - s c a t t e r ( B ( W ( I : n ) ) ,  A, V ( 1 : n ) )  
C = s u m - s c a t t e r ( D ( W ( I : n ) ) ,  C, V ( 1 : n ) )  
E = s u m - s c a t t e r ( F ( W ( I : n ) ) ,  E, V ( 1 : n ) )  

enddo  

To tlie compiler, the significant thing about this 
code is that the indirection vcctol-s V and W arc con- 
\rant o\>er iterations o f the  loop. :Tl~erefol-e, thc com- 
pjlcr computes the s o ~ ~ ~ . c c  anti tnrgct addresses of tlic 
data that has to he sent ,lnd rccci\.cd b!, each processor 
once at the top of rlic loop, thus paying this price one 
time. Each such statcmcn t then hccorncs a comm uni- 
cation with fill1 kno\\tlcdgc and is csccuted quite cffi- 
cicntly with mcss,lgc \,ccto~.iz,ltion. 

Other Communication Optimizations 
The processing ~ ~ c c i f c d  to  set u p  com~nunicatio~i of 
array assignments is filirl! cspcnsi\,e. For each clcmcnr 
o f s o ~ ~ r c e  dsta on a proccssor, rhc \,nluc ofthc dntn anii 
t l ~ c  target processor number ,Ire c o m p ~ ~ t c d .  For cncli 
targct ciata o n  n proccssor, the so~wcc processor nilnl- 
ber and the target mcmory addl-css arc c o n ~ p ~ ~ t c d .  Tlic 
compiler and run rime also need to sort O L I ~  1oc;il Jnt;i 
that d o  not in\,ol\,c c o m m ~ ~ ~ i i c a t i o ~ i ,  as \\fell '1s to \,cc- 
torizt. the data that ;arc to 1 7 ~  c o ~ i l ~ l l ~ ~ ~ l i c a t c d .  

VVe try to  optiniizc the com~n~~nica t ion  proccssi~ig 
by analyzing the iteration sp,lcc dnd data space of tlic 
array scctio~ls involved. Esamplcs of the patterns of 
operations that \\.c optirnizc inclitdc thc follo\\,i11g: 

Con t ig~~ous  c i d ~ .  Wllc11 tlic s o ~ ~ r c e  01. tnrgct local 
array section on each proccssor is in contiguous 
melnory addrcsscs, the processilig call be optimizcd 

to  treat the sccriori as .I \\,liolc, instead of co~npcrr- 
ing tlie \.aluc or  mcmory uddrcss of each element in 
the section. 

In gcnernl, arr;ly sections bclong to this carcgor!. 
if thc last \,ccto~- t l i~nc~is io~l  is distributed BL,O(:I< 
01. (:Y(:LIC 2nd the prior din~cnsions (if an!,) ~1.c 
311 serial. 

I F  rlic source and e rgc t  arm! scctions satist)- c\.cn 
morc restricted constr.li~~ts, tllc processing ovcrlicad 
ma!, l)c f~lrt11c.1. ~ .cc i~~ccd.  For cs,~mplc, al.rn!. opc1.,1- 
tio~is that in\,ol\.c sc~lciins a c o ~ l t i g l ~ o ~ ~ s  section of 
I<I.O(:I< o r  CY(:[,I(: ciistributcd datii to a sinslc 
IN-occssor, or  \.ice \~crsa, bclong to this categor!. ,111d 
rcsul t in very efficient c o ~ i l ~ n u n i c a t i o ~ ~  proccssillg. 

Ul~iquc soi~~.cc  or targct proccssor. When n PI-occs- 
sol. olll!~ scnds datn to n L I I ~ ~ ~ L I C  ~~rocessor,  or ;I p r o -  
cessor only rccci\,cs cliitil t?o~n a i~niquc proccssor, 
the processing can be opriniizcd to use that unicluc 
proccssor num bcr instead ofco~llputing the proccs- 
sor nuniber For cash clement ill the section. This 
optimization also iipplics to rnrgct arra!.s th.1t J I . ~ .  
f~~ll!. ~.cplicatt"i. 

Irregular ~ : I M  ;ICCCSS. If ill1 i~lrlirectio~i \.cctors 
arc fi~ll!. replicated fix all irregular dam access, 
\\,c can actt~ally implement tllc array operation as 
.I fiill-k~~o\\tledgc c o ~ n n i u ~ ~ i c a t i o ~ l  instead oFa morc 
cslx~isi\,e partial-kno\\,lcclgc colnm~~l~ication.  

For cs;imple, thc irrcpi~lnr data ncccss statemcnt 

c,i~i bc turned into a r cg l~ ln~  rcmappi~~g statement if 
I 'is filll!, replicated ;lnd t l  and  I3a1.c bo t l~  distributed. 

Furthennore, if H is also fi~lly replicated, tlic s t ~ t c -  
rncnt is recognized as 3 local assignnient, rcmovi~lg 
the cornmunicatiol~ processing ovcrhead altogcrhcr. 

Performance 

In this section, \\.c csalni~ic the perh)rmancc of thl-cc 
H1'F programs. One progl-am applics the sIiallo\\.- 
\\,,itel. cclnatio~ls, discrctizcci using a finite diffc~.c~lcc 
sclicriic to a spccific problem; .~notl ic~.  is a conjugatc- 
gradient sol\.cr for the I'oisson ccli~ation, and tl.1~ 
third is a three-dimcnsion~l finite diffcrcncc sol\.cr. 
Tlicsc programs arc not reproduced in this payer, but 
the\, can be obt:iincd via the World \Vide \IVcb .it 
l i t tp: / / \ \~\\~\\ , .Qital  .corn/infi)/h~>c/F90/. 

The Shallow-water Benchmark 
-1-he sIiallo\\~-\\~ntcr cqi~;~tions model atmosplicric 
tlo\\,s, tides, ri\-er and cosstal tlo\\,s, rlild 0tl1c1- plic- 
Ilomenn. .The sl~allo\\.-\\.,itcr hc~ic l~~i iark  program ~ s c s  
thcsc ccluations to sini~~lntc ;I specific t1o\\, problcn~. It 
models \,ariables related to  the pressure, \.elocin; and 
\,orticity at each point of a t\\,o-ciimcnsional mesh that 



is a slice t h r o ~ ~ g l i  citlicr the \\.atcr or  the atmosp1ie1-c. 
Partial differcntial ecjuations relate the \lariables. 
The model is implcmcnted using a finite-difference 
method that approximates tlie partial differcntial 
cqi~ations at each of the mcsh points." Models based 
on partial differential eqi~at io~ls  are at tlie core ofmany 
simulations of physical phenomena; finite diffcrcnce 
methods arc co~nmonly used for sol\~ing such models 
on computers. 

Tlie sliallo\\~-\\rater program is a \vidcly q i~oted 
benchmarl<, partly because the program is small 
enough to esaminc and tune carefully, yet it performs 
real computation representative of many scientific sim- 
ulations. Unlil<e SPEC: and other bcnch~narks, the 
source for tlic shallo\\,-\\later program is not controlled. 

Tlie shallo\\~-\\,atcr be~iclima~-lc \\,as \\~ritten in HPF 
and rim in pdrallcl on \\~orl<station f ~ r m s  using 1'SE. 
There is no  explicit message-passing code in the pro- 
gram. bVe ~nodihed the Fortran 90 version that 
Applied Parallel Kesearch used for its be~lch~iiarlc data. 
? - 1 he F90/H PF lcrsion of the program takes advantage 
of the Ile\Jr fcatul-cs in Fortran 90 such as m o d ~ ~ l e s .  
The Fortran 77 version of the  program is an unmodi- 
fied \fersion fi-om Applied Parallel l<esearcli. 

The resulting programs \ \ w e  run o n  two hard\vare 
configurations: as rnaliy as eight 275-megahel-tz 
(MHz) l>EC 3000 Model 900  \\,o~-lcstations connected 
by a GIGAs\vitch system, and ,In eight-processor 
AlpliaSer\ler 8400 (300-MHz) systeln using shared- 
nwrnory as the messaging niediuni. Table 1 gives thc 
speedups obtained for the 5 12 x 5 12-sized problem, 
with ITIMAX set to 50. 

The speedups in each line are relati1.e to  the DEC 
Fortran 77 codc, compiled with the 1lEC Fortran 
versio~i 3.6 compilcr and run 011 one processor. The 
DEC Fortr'in 90 -wsf compiler is the DEC Fortran 9 0  
version 1.3 compjler with the -wsf option ("parallel- 
ize HPF for a \vorkstation farm") specified. Both 

compilers use version 3.58 of the Fortran RTL. The 
operating system used is Digital UNIS version 3.2. 

Table 1 indicates that this HPF \~ersion of shallo\\, 
water scales \\)ell to eight processors. In fact, eve arc 
getting apparent superlinear speedup in some cases. 
This is due in part to optimizations that the DEC 
Fortran 90 compiler performs that the scrial compiler 
does not, and in part to cache effects: with more pr-oces- 
sors, there is rilore cache. O n  thc shared-n~emory 
macline, \\Ie ~ r c  getting apparent superlinear speedups 
even \\!lien compared to the DEC Fortran 90 -wsf 
compiler's one-processor code; this is l i  kely due to cache 
effects. The program appears to scale well beyond eight 
processors, though \\re haw not made a benchmark- 
quality run on more hall  eight identical processors. 

For purposes ofcomparison, Table 2 gives thc pub- 
lished speedups from Applied Parallcl lksearch on the 
shallow-c\pater benchmark for the IBlM SP2 and Intel 
Paragon parallel architectures. The spccdups shown 
arc relative to the onc-processor \rersion of the code. 
This cable indicates that tlie scaling achieved by the 
DEC: Fortran 90 compiler on  Alpha \\~orkstation farms 
is comparable to that achie\!cd by Applied Parallel 
liesearch on dedicated parallel systems \vith high- 
speed parallel interconnects. 

A Conjugate-gradient Poisson Solver 
The Poisson partial differential equation is a \vorIc- 
horse of mathematical physics, occurring in problems 

Table 2 
Speedups of HPF Shallow-water Code on IBM's and 
Intel's Parallel Architectures 

-Number of Processors - 
8 4 3 2 1 

IBM SP2 7.50 3.81 - 1.97 1.00 
Intel Paragon 7.38 3.84 - 1.95 1.00 

Table 1 
S D ~ ~ ~ U D S  of DEC Fortran 90IHPF Shallow-water Eauation Code 

DEC Fortran 90 -wsf 
Compiler 

DEC Fortran 77 
Compiler 

Number of Processors I 

8 4 3 2 1 1 

Eight 275-MHz, 8.57 3.13 2.19 1.59 1 .OO 1 .OO 
DEC 3000 
Model 900 
workstations in 
a GlGAswitch farm 
Eight-processor, 10.6 5.30 3.86 1.97 1.12 
300-MHz, 
shared-memory 
SMP Alphaserver 
8400 systems 
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o f  lieat t lo\ \~ and electrostatic 01. gl-a\,itational potcn-  
tial. Mre haire in\rcsti,oated a Poisson sol\.cr using the 
conjugate-gradient ,ilgoritli~n. T h e  codc cserciscs 
both the nearest-neighbor optimizations ancl the 
inlining abilities o f  the l>EC Fortran 9 0  compiler." 

Table 3 gives the timings and speedup obt,lined 
o n  ,a 1000 X 1000  arra!,. T h c  liard\\,.irc and sofn\.are 
configurations arc jdentical t o  those used for the  
sliallo\\,-\\,ater timings. 

Table 4 
Speedups of DEC Fortran 901HPF 
and  DEC Fortran 77lPVM on  
Red-black Code 

r Number of Processorsl 

-- 

8 4 2 I 

DEC Fortran 77 1 .OO 

DEC Fortran 77/PVM 7.01 3.73 1.79 - 

DEC Fortran 901HPF 8.04 4.10 1.95 1.05 

Red-black Relaxation 
A c o m m o n  method o f  sol\sing partial differential 
equations is red-black ~.clasation.'" \lk 11scd this 
method t o  solve the Poisson crll~ation in a three- 
dimensional cube.  \/Ve compare the p.~rallelization 
o f  this algorithm for a distributed-niemo1-y system 
(a cluster o f  Digital Alpha \vorkstations) \\.it11 Parallel 
Virtllal Machine (PVM),  \\,liich js an esplicit nlrssage- 
passiing library, and with HPF. '  l'l-lese algal-ithms arc 
b x e d  011 codes \\,rirten b!! I(losc, b b l t o n ,  and  Lcmlte 
and rnadc a\,ailablc as part o f  tlie suite o f  GENESIS 
distributed-memory benchmarks.'" 

Table 4 gives the speedups obtained tijr both 
the H P F  and I'Vbl \~ersions o f  the progral~i ,  which 
sol\.es a 1 2 8  x 1 2 8  x 1 2 8  problem, o n  a cluster o f  
D E C  3 0 0 0  Model 9 0 0  \\~orltstatic-)ns connected by an 
FDDI/GIGAs\\~itch ~ ! ~ s t c n l .  -rhc spccdups sho\\m arc 
relative t o  13EC Fortran 77 code \\rritten for and run o n  
3 single processor. This table sho\\,s that tlie HPF \,el-- 
sion performs somc\\,hat better than tlie PVbI \ r rs ion.  

Thcrc is a significant diffcl-cncc in the complcsity o f  
the prograiis,  lio\\,e\,er. T h e  1'VM code is q i ~ i r c  i11n-i- 

c'lte, beca~rse it requires that tlie user be responsible 
for the block partitioning o f  tlic \ ,olume, and then for 
csplicitl!, copying bou~idal-!, h c c s  bcn \~ccn  proccssors. 
By contrast,  the H P F  code is intuiti\,e and h r  more  
easily maintained. T h e  reader is encouraged t o  obtain 
the codes (as described abo\,e) and colnp'ire them. 

In conclusion, \Ire l i~ \ re  slio\\~n that  important  algo- 
rithms hriiili'ar t o  the scientific and technical c o m m u -  
nin, can be \\rritten in HPF.  H P F  codes scale \\,ell t o  at 
least eight processors o n  h r m s  o f  Alpha \\~orkstations 
\\,it11 PSE ancl deli\rcr spccdups competiti\.e \\'it11 other  
\.endors' dedicated par,lllel architectures. 
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- Number of Processors- 

8 4 3 2 1 

Eight 275-MHz, 
DEC 3000 
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a GlGAswitch farm 
Eight-processor, 
300-MHz, 
shared-memory 
SMP Alphaserver 
8400 systems 
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Parallel Software 
Environment 

Digital's Parallel Software Environment was 
designed to support the development and exe- 
cution of scalable parallel applications on clus- 
ters (farms) of distributed- and shared-memory 
Alpha processors running the Digital UMlX oper- 
ating system. PSE supports the parallel execu- 
tion of High Performance Fortran applications 
with message-passing libraries that meet the 
low-latency and high-bandwidth communica- 
tion requirements of efficient parallel comput- 
ing. It provides system management tools to  
create clusters for distributed parallel process- 
ing and development tools to debug and pro- 
file HPF programs. An extended version of dbx 
allows HPF-distributed arrays to be viewed, 
and a parallel profiler supports both program 
counter and interval sampling. PSE also supplies 
generic facilities required by other parallel lan- 
guages and systems. 

lligitnl's I'.lrallcl Soft\\xrc En\ . i ronrnc~lt  (I'SE) \\,as 
dcsigncti t o  support  the cic\'clopment anti csccution 
o f  sc.al;lhlc parnllcl npplications on  clusters (K~rms)  of 
distributed- nnd slinrccl-memory Alpha processors 
running tlic Digital U N I S  operating s!*stcm. I'SE 
\.crsion 1.0 supports  the High Pcr form,~~icc  F o r t r ~ n  
(HI'F) l ; i ~ i ~ i ~ , i g e ;  it also supplies gc11c1.i~ f.1cilitics 
rcq~i~ .ce i  b\r othcr  pnrnllcl I n ~ i g ~ ~ n g c s  and s\,stcnis. I'SE 
p~'o\'icics tools t o  dcfinc 3 clustcr o f  proccssol.~ and t o  
In;in;igc riistribi~tecl p,lmllcl csccution. I t  also contains 
dc\~cloprncnt  tools ti)r debugging  and profiling paral- 
lel H I'F programs. 1'SE supports  optimized message 
passing 01-el- multiplc intcrconnccr nVpcs, inclueling 
tibcl, ciist~.iL>~~tcd dat.1 i~itc~.fncc (k'L>l?I), , ~ ~ \ , ~ ~ c l ~ r o ~ i o ~ ~ s  
tl.a~~sfcl. lnodc (ATAlI), ;lnd slia~.cd memol-!,.I 

In tllis plpcr, \ire prcscnt a ~ i  o\rer\,ic\\. o f  1'SE \fc~.sion 
1.0 n~iri explain \vh!r it \\.,is designed and selected 
for use \\.ith H L'F prosrnms. \,iJc then disci~ss clustcr 
dcfi~iition and nlanagcmcnt, dcscribe the 1'SE nppli- 
cation ~ i iode l ,  and discuss I'SE's n~essagc-pnssi~ig com- 
mu~iic.ltion options, incl~~ci ing an opri~i~izcci  tr,ilisport 
for mcssngc passing. Wc c o ~ i c l ~ ~ d c  \\,it11 o ~ ~ r  perfor- 

Overview of PSE 

hlnn!. rcscarchc~-s and computer  ilidusrry cspcrts  
bclic\lc tliar to ashic\.c cost-effccti\,c sc~lnl>lc p;i~.allcI 
processing, systems rnllst l>c huilr using off-tllc- 
sliclf compolicnts . ~ n d  ~ i o r  specialized (:1'Us and 
i~itcrcon~lccts. ' :  In  accol.tia~icc \\.it11 this \,jc\\,, \\.c 
Iin\.c designed lligiral's I'SF. to suppor t  the buildillg 
o f  n consistcnr yet tlesihlc ~ n d  c a ~ ! ~ - t o - ~ ~ s c  pnl-allcl- 
p ~ ~ ~ c s s i ~ l g  cn\.ironment across a ncn\.o~-ked collection 
o f  A l p l i a G ~ n c ~ ~ t i o n  \\,orkstntions, ser\,crs, and s!m- 
rnctl.ic ~ n ~ ~ l t i p ~ . o c e s s o ~ . s  (SILII's). I ,a!w-ed o n  top  o f  the 
1)igit;ll LINIS opcra t i~ ig  s!,stcm, I'SE pro\,idcs tlic s!,s- 
rcm soft\\.;l~.c ,111d tools 11ccdcci t o  g roup  sollcctio~is o f  

, z c  tr,ins- m.ichincs for parallcl processing and to rnan.1: 
parc11tl! the distribution and running o f  parollcl appli- 
cntions. I'SE is implcmcntcd as a set o f  1.~111-time 
libraries ;lnd i~rilitjcs and n cincmon process. 

PSE \,cr.sion 1.0 is designed t o  support  c l ~ ~ s t c ~ . s  con-  
s is t i~ig of  1 t o  256 macliincs i~i tcrconncstcd \\'it11 JI~!, 

~lct\\ ,orliing Gbris that l>igitnl LISTS s ~ ~ p p o ~ ~ s  \\,it11 the 



tra~istiii\io~l co~itrol ~7roroco1/i1itcr1ict protoco1 
(TC:I'/lI'). Nct\\,orking technologics c.In range t iom 
simplc Erhcrnct to FDDI, ATM, and MEMOI<Y 
(:HASSEI .. 1',11.,1llcl execution is most ef6cicnr \\,hen 
the i~itcrconncct technolog!- offers Iiigli-b31id\\~itith 
and lo\\,-latcnc! communications to  the user at the 
process Ic\~cl. When building a clustc~. for pn~.ullcl pro- 
cessing, the hiscctional band\vidtli of t l ~ c  communica- 
tions fabric should scale \\,ith the number of processors 
in rhc clustcr. In  pr:icticc, such a configuration c'in be 
achic\,cd by builcii~lg clusters using Alpha processors 
, ~ n d  1)igjtnl's C;IC;As\\~itcIi/FDl>I as components in a 
~nultistagc s\\.itcll configur~tion."~' t'igirrcs 1 .ind 2 
sho\v n\.o csnmplcs of PSE clustcr configurations. 
,-\ltliougIi the dcsign center for 1'SE is n scr of mClchincs 
conncctcd by 3 high-speed local arcs interconnect, a 
clustcr call be constructed that includes remote 
n7;icliincs conncctcd L>!r a \\ricle area nct\\,orl<. 

I'SE is n collection of many interrelated entities that 
suplx)rt pardlcl processing. PSE's nlocicl is to collect 
n~acliincs (called I ~ I C / I ~ ~ W I ~ )  in to a S C ~  (c.iIIcd ;I c / I I . s / c ~ ~ .  
The ~ilcmbcrs arc ge~ierally all the ~nacliincs at a site or  
\\,ithill ,In organization that ha1.c or  might Iia\,c PSE 
installed. One then subsets the cluster into n.~nicd 
(j~rir/i/io~ts) th;it mny overlap. The ~ncrnbcrs of a parti- 
tion LISII.III!' sIi,~rc some common utrributc, \\~liicli 
coulii be ;idniinistrativc (e.g., the machincs of the 
cic\.clopmcnt ZI-oup), geographic (c.g., conncctcd to  
rlic salnc F1)l)I s\\,itch), or rele\.nnr to the con t jg~~ra -  
tion (c.g., large Inemor!,, SkIP). 

'The mcmbcrs of 3 c l~~s te r ,  the partitions, and other 
rclfitcd data form ;I configuration database that c,ln be 
maintaincci in d i fk re~ i t  ways, but prcfcl-ably by ;I sys- 
tcni i~dminist~ator. The configu~.,~tion d,~t;ibasc cdn be 
distributed using the 1)ornain Namc System (1)NS) or  
as ;I simplc filc distributed by Ncn\lork File System 
(NFS)." A dncmon process farrnd runs o n  c;icli mcm- 
bcr to pro\.idc pcr-member dynamic infor~nation, 

such as a\.ail;lbility ancl system lond average. The static 
database plus tlic ci!~n,ilnic i l~hrlnarion allo\\. applicu- 
tions to perform tasks such as load balancing. 

HPF Program Support 

PSE \\*as designed to be I3rgcIy l;i~~g~~uge-i~~dcprndcnt; 
it currently supports the H I'F programming Janguagc. 
HPF allo\\~s programmers to express data parallel com- 
putations easily using I-'ortr,~n 90 arl-ay-operation syn- 
tax. As a result, users can obtain the benefits of parallcl 
processing \\,ithour hccoming s!lstcms programmers 
ancl developing mcss.igc passing or threads- based pro- 
grams. The HPF language and compiler are discussed 
else\\.here in this i s s ~ ~ c  of thc Di<qi/a/ Tech)tical 
, folil~116//.- 

Writing parallel applications in HPF is significantly 
less complex rhn~i decomposing a prol?lem and coding 
a solution  sing csplicit message passing, but good 
de\rclopmcnt tools arc required. To aIlo\\r the vie\\ling 
of HPF distributed arrays, \vc dc\~elopcd an  cxtcnded 
\lersion ofdbx and a parallcl profilcr that supports both 
program counter and intcr\,al sampling. These tools 
are discilsscd latcr in this papcr. . . 

High performance and cfficicnt co~nmunicadon are 
essential to success in parallel processing. PSE includes 
a private message-passing libt-nry for use with compilcr- 
generatcd code. Thus it a\,oids o\~crIicad such as buffer 
alignment 2nd size cl~ccking that arc r e q ~ ~ i r e d  \\,it11 
LIS~I--visible programming interfaces, suc l~  as Parallel 
Virtr~al ~Machinc ( P V M ) . T h c  message-passing library 
supports sliarcd mcmory ancl both T(:P/IP and usel. 
datagram protocol ( Ul)I')/ I P  protocols on many 
types of media, including Ff)I)I and ATM. PSE also 
includes an optional s ~ ~ b s c t  in~plcmcntation of tlic 
UDP, kno\vn as Ul)l'-pri~iie, that has been optimized 
to reduce latency J I I ~  impro\re cfficie~ic!,. 1'17is opti- 
~nization is discussed latcr in this papcr. 
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Figure 2 
I'SE l\/lultismgc S\\.itch (:o~lfip~lr.~tion 

Bcforc de\.cloping 1% ti)r use \\.it11 Hrl-' ~ > I - o ~ ~ . I I ~ ~ s ,  
13igital considcrcd t\\,o major altcrnati\.cs: the distl-it>- 
utcd computing cn\.ironmcnt (D<;E) and 1'Vh;l."" 
(At that time, the mcssage-passing intcrfi~cc I Ml'I] 
srandard effi)rt \\,as in progre~s . '~)  

Al t l iou~h a good moiicl for client-scr\~cr- applicilrion 
dcploynent, 1X:li is dcsigncd for usc \\lit11 rclnorc (:1'U 
r-csources vi3 procedure calls to libraries. 'l'his n~ocicl 
is \!er!. diffcrclit from tlic data-p;trallcl n~lci Incssigt- 
passing nnturc of  distt.ib~ltcci parallel pt.occssing. Its 
synchronous proccclurc call modcl rccl~~ircs thc cxrcn- 
si\,c use oftlircnds. 111 addition, DCE contai~ls <I siglif- 
icant numbcr c.)E setup and managcmcnt raslis. For 
these reasons, \vc rcjcctcd the 1)CE cnvironmcnr. 

Thrcc major considerations in our choice to dc\.clop 
PSE instead of using P\Wl \\.ere stnbilit!., pcrforn~ancc, 
and transparu"!. At thc start of  tllc 1'SE projcct, thc 
p~iblicly a\.ailahlc \.crsion of PVIV did 11ot meet the sta- 
bility, performi~~icc, and tr~nspal-cncy goals of the PSE 
projcct. . 

Cluster Definition and Management 

I'SE is cicsigncd to opcnte  in 'I coninloll ~ \ ~ s t c ~ u  en\.i- 
ron~ncnt  \\,Ilerc s!.ste~~is arc o~.g'~~iizcct SO tIi3t LISCI. 

access, tile nnmc spncc, host nnmcs, 2nd so 011 arc con- 
sistcrit. 'l'llc ultimate goal for the systcms in a distrib- 
uted parallel-proccssi~ig en\~i rou~ncnt  is to npproacli 
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rlic rr.lnsp;~rcnt usability o f  a symmetric m~~l r ip roccs -  
sor. F,~cilitics s~rcli  as S F S  (to nlount/shnrc fi lc s!,stcms 
ilrnong machincs, in particular \\,orking dirccro~.ics) 
and ner\\,ork infiwnation service (XIS)  (also kno\\.n as 
"ycllo\\. 17agcS"aIid used t o  sharc pass\\~orcl ~ I c s )  arc 
fi.ccluc~itl!~ i~scci t o  set up 3 c o ~ l l ~ n o ~ l  ~ ! ~ s t c ~ i i  C I ~ \ , ~ I . O I ~ -  
riic~it. J I I  s ~ ~ c l i  an cn \ i ro~in len t ,  users can log into any 
maclii~ic and scc thc same en\~ironnicnt .  O t h e r  distrib- 
utccl cnvironmcnts s u d ~  as Load Sharing Facility 
([SF) maltc this same design nssumption." 

A consistent filc name space allo\\,s J I I  proccsscs that 
make u p  an application t o  have the same file system 
\.ic\v b\t simply chnnging directory t o  the \\,orking 
iiircctor!~ o f  the in\,olting '~pplicntion. (:onsistc~lt user 
acccss nllo\\*s I'SE t o  use the  standard UXIS  rcmotc 
shcll facility t o  s r ~ r t  LIP peer processes \\,it11 s ta~ ldard  
securit\, cliccking. 

S!,srcms in a c o ~ ~ i ~ i i o ~ i  systcrn c ~ i \ ~ i ~ ~ o ~ i ~ l i c ~ i t  arc call- 
didatcs t o  bccomc lnernbers o f  a clustcr. A clustcr is 
o f t c ~ i  the largest set o f  machines running I'SE and 
sh.lring a con imon systcni en\41-onnicnt \vithin a n  
org.u~izntion o r  sire. A cluster is clividcci into p'lrtirions 
th;lr can o\rcrlap. A partition consists o f  a set o f  
niacl~incs grouped together  to mect  the  nccds o f  nn 
npplicarion o r  ~ ~ s c r .  Although pal-tirio~is ma!, bc 
det i~icd in i i ~ 1 1 y  \\,;~ys, systen~s ill a p:~rtitioii L~SLI;III!, 
sIi;lr-c common attributes. 

Partitions 
L'arflllcl programs run mos t  cfficicntl!, o n  a h.iln~lccd 
Iinrcl\\.nrc c o n f  g i~ra t ion .  Typicnlly, orgi~nizations lia\re 
n \xr-icd collccriorl o f  machincs. O\ ,cr  t i~i ic ,  organiza- 
tions o f t c ~ ~  nccluire ne\v hard\\iarc \\,it11 diffcrc~l t  ncr- 
\vork ndaptcrs, hs tc r  CPUs, and  more mcnlol-y. Such 
s i t ~ ~ a t i o n s  can easily lead t o  incrcasing difficulty in 
predicting application perfornlancc if scheduling 
and  loild-bnlancing algorithms treat ;dl ~iiacliincs in 
.I clustcr cqui\.alcntly. In  addition to liard\\~nrc differ- 
cnccs, individual machines can lin\.c diffcrcnt s o h v a r c  
i~lstnllcti t l i~it  ~f t 'ccts  the '~bilin, t o  run ,ipplications. 

T h e  I'SE cliginccring team rccog~iizcd r h ~ t  tlie 
numhcr  o f  cIi;lr.lctcristics that  users miglit \\,ant t o  
mnnagc for processor 311ocation nlicl lo; icI-bal ;~~~cj~lg 
p ~ ~ r p o s c s  \ \ r o ~ ~ l c i  be o\.cr\\ ,hclming. '1'0 liinir tlic prob- 
Icm, n design \\,,IS chosen that  allo\\,s ~ll;~cliincs t o  he 
grouped arbitrnril!~ into n a ~ n e d  partitions. A pnrrition 
can hc. thought  o f  as ;I parallel machine. Although 
a hystc~n c;ln he n member  of t \ \ ~  diffcrcnt partitions 
and thcrcforc cause overlap, PSE docs ~ i o t  a t tempt t o  
load bala~lcc o r  sclicdule proccsscs beyond piirtirion 
b o ~ ~ n d , ~ r i c s .  O\rcrlnpping partitions can thcrcforc crc- 
: ~ t c  ,I conlplcs .lnd potcnriall!~ contlicti~ig s c l ~ c d i ~ l i ~ i g  
situation. M'ell-defi ned and m:inagcd partitions alloiv 
for tlcsibility and prcdictabilin. 

I n  addition t o  identifiring machi~ ic  ~ncmbcrsh ip ,  
p x t i r i o ~ i  ricfinition nllo\\.s \~ai.ious cscc~~tion-rclatccl  

characteristics t o  bc set. E s a ~ n p l c s  include the specifi- 
cation o f  a de t iu l t  c o m m i ~ n i c a t i o ~ i  t y e ,  the d e h u l t  
execution priorin,, the upper bou11d o n  thc execution 
priority, a n d  acccss control t o  partition resources. 
Access control is enforced only o n  I'SE-related activity 
and does n o t  affcct the use o f  the machine for o ther  
applications. 

Configuration Database 
PSE cluster configurntion inhrmat ion  is captured in 
a database. T h e  datnbasc includcs ,I list ofcluster mcm-  
bers, partitions, and partition members. Additional 
attributes such as the dctilult partition o f a  cluster, ~ ~ s e r  
dcccss lisrs for a p'irrition, ,lnd preferred nen\lork 
addresses for n ~ c m b c r s  o f a  partition call be e~ lcodcd  in 
the database. 

T h e  PSE configuration database can be  distributed 
to all cluster mcmbcrs ill t \ \ ,o \\,nys: by storing it in 
a file that  is acccssiblc ti.om all cluster members, o r  by 
storing it as a IJomain Name System (1)NS) database. 
T h e  usage patrcrns o f  the cluster dntabasc fit well with 
the  usage patterns o f  n 1)NS database. In p a r t i c ~ l ~ i r ,  
DNS pro\fidcs central administrati\tc control with 
version numbering t o  ~naintain collsistcncy during 
updates. It  is designed fix query-oficn, update-seldo~ii 
~ ~ s a g c ;  it is distributcci a ~ i d  allo\\~s secondary servers t o  
increase availability. Applications linked \\,irh the  PSE 
run-t ime libraries rransparentl!* access the database t o  
obtain c o n f i g u r ~ ~ t i o ~  info~.~n;ition. 

In the 1)NS J a t ~ b n s c ,  cacli PSE configuration 
tolren-valuc pair is srorcd as l>NS I'XT records. T h e  
original spccitication for DNS did n o t  have TX?' 
records, but  additio~ial general information \\,as 
attached to domain names a t  thc recluest o f  iL1IT's 
Project Athena." T h e  list o f  the  TXT records, along 
\\lit11 L)NS header inhrmat ion  such as versiol-, number, 
f o r ~ n s  n DNS dorn.li11 \\lliosc n'llne is the PSE clustc~- 
nan1e. To hcilitarc tlic creation and setup o f  a PSE 
cluster, \ve built the psedbedit utility for editing and 
m;iintaining contigtlr-ntion databases. 

A simplc tile tlint is n\'nilnblc o n  all menlbcrs o f  the 
cluster can alx) be used as the cluster configuration 
database. T h e  filc could be made available through 
KFS 01. copicd t o  .dl ~ ~ o d c s  using rdist. This  altcrnari\,c 
might  be . lppropri~te  for \,cry simplc cl~rsters \vhcrc 
the ser\.ices o f  I)NS arc n o t  \varl-antcd o r  jn cases 
\\!here local policy precluclcs the  ~ ~ s c  of DNS. 

Dynamic In forma tion and Control 
In  addition t o  the static information o f  the  configura- 
tion databasc, thcrc arc also sc\.cral pieces o f  dynamic 
information that oprimizc u s ~ g e  o f  clusters and  parti- 
tions. At the most ti ~ndamcnrnl  le\eel is a\,ailability, i.c., 
is a machine r u n t ~ i n g l  O t h e r  i~lfonnat ion includcs the 
number  o f  CI'Us, load a\.cl-age, number  o f  allo\ved 
PSE jobs, anci n ~ ~ m b c r  o f  .icti\.e I'SE jobs. All thcsc 
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f<ictors can help an application choosc the best set o f  
members for pal.allel execution. This d\rnnrnic infor~lia- 
tion is collected by .I d a c n ~ o n  proccss (farmd). T h e  
farmd daemon process esecutcs as a PI-i\.ilegcd ( roo t )  
process o n  cacli cluster o ~ e ~ i i b c r  nnd listens f o ~  scquests 
on a \\~cll-l<no\\ln cluster-spccif c UI)I'/IP port .  

Nlultiple cluster mc~i ibers  definecl in the configura- 
tion database are designated as load servers. lyhc load 
ser\,crs arc the ce~itral repositor!, for the dynamic 
infornmation tor the entire cluster. Their farmd process 
periodically receives time-stamped ~ ~ p d a t c s  from the 
indi\~idual d ~ c m o n s .  Applications q ~ ~ c r ! ~  the load 
ser\jers for bo th  static ancl dynamic information. 
Applications do n o t  themscl\~es parse the  d ~ t a b a s e  nor  
query the indi\,idunl farmd d , ~ e m o n s  1.~111ning o n  each 
cluste~. mcmber. 

O n c e  PSE is installed and configured, farrnd is 
started eacli tinie tlie systc~ii is booted. Tlie naluc o f  
the clustcr that  farmd \\rill ser\,icc and the  number  o f  
PSE jobs ( job slots) that  \\,ill bc allo\\rcd to ruri arc set. 
T h e  inetd L~cility is used t o  ~ .cs t ,~ r t  farmd in rcsponsc t o  
UDl'/IP connectioli rccluests, if farmd is n o t  run-  
ning.',' Use o f  t h e  inetd facilinr to start farmd impro\.es 
the a\,ailnbility o f  m,lchincs to  run PSE c ~ p p l i c a t i o ~ ~ s  by 
transparently restarting farmd in the casc o f  a hi lure .  

As farmd daenions are started, the!, .~t tcnipt  t o  
cstablisl~ TCl'/IP connections \\,it11 their ~ ~ c i g h b o r s  as 
defined by thc PSE configuration dutnbnse." This  
~x-ocess is undertaken by all clustcr members  and 
quiclily rcsul ts in a config~uat ion ring \\,hose ~ L I ~ ~ O S C  

is tlie detection o f  nodc o r  nct\\,ork fililurcs. We chose 
a simple ring o f  rI'<X'/IP connections becausc the 
mechanism is passi\rc, i.c., it relics o n  the loss o f  
TCP/Il' connccti\~it!. ancl ciocs 11ot impose any addi- 
tional load o n  tlie system o r  ~lct \ \ ,ork ~ ~ n d e r  normal 
conditions. When  con~lecti\ ' i t!~ t o  n ~ n e ~ n b e r  is lost, 
neighboring cluster n~c lnbcrs  report tlic member 
bcing ~~na \~a i lab le .  This  prevents PSE from at tempting 
t o  sclieclulc ne\v applications on  thc hilcd member. 

Failures that d o  not break the config~~l-ation ring, but 
pl-event i~pda ted  load int?)rmation from bcing sent t o  
tlic load scr\,er, are detected by clicclring tlic timc- 
stallips on pre\iousl!l rccci\wi load intormation. As 
soon  as a " t i ~ i ~ e - t ~ - l i \ ~ e "  period expires for a particular 
mcmber's load i~lformatio~l ,  the load ser\,ers disable f i r -  
thcr use o f t h e  s ~ ~ s p c c t  node. Systcni ~nan.lgcl-s arc nlso 
able t o  set the  number o f  job slots t o  zero at  any timc, 
thus disabling tlie host for J I ~ \ \ ,  PSE-related activities. 
This has n o  effect on  cu~.rc~itl\ ,  executing appl icat io~~s.  

Pseudo-gang Scheduling 
Tlie s tar t -up sequence for a PSE applic,ltion includes 
the potential nlodification o f  csccution priority and 
scheduling policy. Thcsc changes are rn'lde ili nccor- 
dance \\~itli the user command-line options and/or tllc 
default cliaractcristics defined by tlie PSE configura- 
tion database. 7-0 allo\\. nonroor  U1D proccsscs t o  

clc\rate scheduling priorities and/or  alternate sched- 
~ l l i n g  policies, farmd modifies the uscr process's 
scheduling priority o r  polic!!. Processes scheduled at  
a high r e a l - t i ~ i ~ e  priority using a f r s t  in, first o u t  
(FTFC)) qucLle \\lith preemption policy acliie\~c a 
pseudo-gang-scheduling effect. (Gang scheduling 
ensures that  all processes associated \\-ith 3 job arc 
sclicdulcd simultaneously.) T'liis effect occurs because 
o f  the sclieduli11g prcfcrence gi \ ,c~i  high-priority jobs 
and because PSE polls for messages for a period o f  
time hcfore gi\>ing L I P  the CI'U. 

Using PSE 

Parallel a p p l i ~ ~ ~ t i o n s  are de\.eloped for PSE using the 
l l i g i t ~ l  Fortran 90 compiler. When  t,he Fortran 90 
compiler is in\,oltecl \\,it11 the  -\\~sfI\r tlag, HPF source 
codes drc c0111pilcd and then linltcd with a 1'SE library 
t?)r parallel cxccution on  i\! processors. Aker  d e f  ning a 
partiti011 in \\hicli t o  run,  a 1'SE application can be run 
simpl!, by typing the n,llnc o f t h e  application. T h c  fol- 
lo\\,ing example sIio\\.s the  compilation and esccution 
o f  a f o ~ ~ r - p r o c e s s  program callcd 1771pl.o~q 011 a set o f  
c l ~ ~ s t c r  ~ n e m b c r s  in tlie partition n n ~ n c d  fast. 

c s h >  s e t e n v  PSE-PARTITION f a s t  
c s h >  f 9 0  - w s f  4 m y p r o g . f 9 0  - 0  m y p r o g  
c s h >  r n y p r o g  > r n y p r o g . o u t  < m y p r o g . d a t  & 

'TI-anspare~itly, PSE starts u p  four  proccsses o n  
mcmbess o f  tlic p'irtition h s t ;  creates c o m m ~ ~ n i c a t i o n s  
channels bet\veen tile processes; supports  redircctcd 
sc.~ndard input, output ,  and error  (smndard I/O); and 
controls the cxccution and termination o f t h c  npplica- 
tion. Several cn\riron~iient \,ariables and run-time Hags 
are arailablc to control lio\\l an application esecutcs. 
t"ig~11-e 3 sho\\,s ho\\r t o  use PSE. 

PSE Application Model 

I'SE ilnplcmcnts 'in application as a collection o f  inter- 
connected proccsscs. Tlie initial process crcatcd \\,lien a 
user rLms ,111 'ipplication is callcd tlic co~//~.olli~~,ciproces.s. 
I t  pro\lides ~1pplicatio1l distribution and start-up sa.viccs 
and preser\,cs UNlX user-intcrfice se~na~i t i cs  (i.e., stan- 
dard 1/0), but does not  participate in tlit: HPF par~llel 
computation. Tlic controlling proccss usually deter- 
mines \\.hicIi partition members to use for the parallel 
c o r n p ~ ~ t ~ t i o ~ i  by getting slrstem load information fi.om 
a load scrjrcr ;lnd then distrib~rting tlie new proccsscs 
across tlic partition. As an altern;lti\.c, users can direct 
compt~t"on o n t o  specific partition members. 

T h e  contsolling process starts a process callcd the  
i o - ~ n a ~ r c ~ ~ q c ~ r  011 each partition member  participat- 
ing in tlie pnrnllcl esecut ion.  Each io-managel t l ie~l  
starts o n e  o r  more applic'ltion peer processes that 
perform the  user-specified computat ion.  Tlie LISC o f  
an io-~uanagcr is nccess.lr!, t o  crcatc a parent-child 
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process rclatio~isliip ben\zeen the io-manager and peer 
processes. This reli~tionship is used for esit statlls report- 
ing and proccss control. I t  also enables or  eases other 
acti\litics, such as signal handling and propagation. Peel- 
processes create cornmu nication channels benveen 
themsel\,es 2nd perform standard I/O thro~lgli a dcsjg- 
nated pccr. Standal.d I/O is for\\larded to iuid from the 
controlling process through the io-manager. Figure 4 
sho\vs a PSE application structure. 

Application Initialization 
Prior to the esccution of ally L I S C ~  code, an initializa- 
tion I-outine e s e c ~ ~ t c s  automatically through f~~nc t ion-  
al in provided by the linker and loader. The 
initialization routine irnplcrnents both thc controlling 
process functions and the HPF-specific peer initializa- 
tion. Rccausc no explicit call is rccl~~ircd, parallel H1'F 
procedures can be ~ ~ s e d  \\litliin non-HPF main pro- 
grams, and proper initialization \ \ i l l  occur. A simple 
HPF main program can also be used \\~ith PSE to start 
up and manage a taslc-parallel application that uses 
PVlM or Ml'I for messdgc passing. 

111 general, the controlling process places peer 
processes onto members of a partition, although hand 
placcnlcnt of individual pccrs onto  sclcctcd members 

is possible. To achieve efficiency and fiairncss in map- 
p i ~ ~ g  a set of peers, the co~ltrolling process cons~~l t s  
144th a load server for load-balancing information. 
Which members are used and the order in \\~hich they 
are used is based on each me~iibcr's load a\*erage, 
number of CPUs, and number of available job slots. 

As nn altcrllati\le, 1'SE Inay map pccr processes onto 
members based upon a user-selected mode of opera- 
tion. 111 the default physical mode of opcration, PSE 
maps one peer process per member. In virtual mode, 
PSE allo\vs more than one peer process per ~ncmber,  
tliereby cnabling large \~irtual clusters. This is usefill 
for devclopi~ig and d c b ~ ~ g g i n g  parallel programs o n  
limited resources. Virtual clusters also improve appli- 
cation a\lailability: \\,lien the requested number ofpeer 
processes is greater than thc available set of partition 
~iicmbcrs, applications continue to run; I~o\\,e\,cr, they 
may suffer perfbr-~nance degradatio~i. 

Application Peer Execution 
Each application peer proccss has an io-manager 
parent proccss that provides it \\fit11 e~ivi~.onment 
initialization, esit \ d u e  processing, I/O b~~ffcring,  
signal for\~parding, and potential scheduling priority 
and policy modification. lb ther  than i~iclude the 
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Figure 4 
PSE Applic,lrion Stnlcrr~rc 

io-manager's f i ~ ~ l c t i o n s  in each PSF. c\-ccunblc, 
the io-manager is implcmcntcd as a simple utilin: 

Applic~ition pccrs ruli tlic samc bi11n1.y i~n, igc as rlic 
controlli~lg proccss. 'llicy inherit their current \\forking 
directory, rcsoiLrce usngc limits, and an ;iugrncntcd set 
ofcn\~ironrncnt  rari;lhlcs fioni their controlling proccss 
tlirougli thcil. parent i o - ~ i ~ n ~ i a g c ~ . .  \ \ l l ~ c ~ ~  st,lt.ted, tlic 
initialization proccss described fix. the co~itrol l ing 
process is I-cpeatcd, bu t  pccrs d o  nor bccomc cont~.ol- 
ling processes hccausc tlicy dctcct tli;it n controlling 
1-7rowss ;III-c~cI!~ esists. Instcnd, p c c ~  p~.occsscs return 
from the initialization routines \\.it11 c o m ~ u u n i c a t i o ~ i  
links cstnblishcd and arc read! t o  run user-applicatio~i 
codc. Figure 5 rcprcsclits a control ling p~.occss, tin1 I. 
applicntion pecrs running 011 thrcc members, and the 
c o m ~ i i ~ ~ ~ i i c a t i o ~ i s  bcn\,ccn processes. 

Application Exit 
Multiple pccr csits can have potc~iti;illy conflicting exit 
\,alucs. C o o r i i i ~ i . ~ t i ~ l g  rhcni illto n singlc m c a ~ i i n g f ~ ~ l  
npplication csi t  \,aluc is the most  ch;~llcnging rrans- 
parcnc!. issue filccd by PSE. Undcr  normal circum- 
stances, a11 peer prxlcesses csi t  \\.ithout error  and a t  
nl)proximatcly tllc hnme rinic. 'The ~.cs~l l t ing exit vnl~ics 
3rc reported t o  the application controlling proccss h!. 
the io-manngcrs. T h c  appljcatio~i (i.c., thc control l i~ig 
proccss) is allo\\,c~i t o  exit \\sirlioi~t crrol- only \\,lien all 
exit v~ l i l cs  ;ire rccordcd and sr.xn~inrd i/O col~ncct ions 
arc drained .ind closcd. Tlic HI'F compiler gcncr.itcs 
s ! ~ ~ l c h r o n i z ~ t i o ~ i  codc t o  guarantee the ~-oi~gliI!, s!m- 
cl11.01io~t~ exit for a11 1101iel-rol. colidirions. Tliis prc- 
sumption :illo\\.s PSE t o  i m p l c ~ n c n t  a timc'l!, cs i t  
model, i.c., o n e  by \\.hiell \\,c znn reasonably ;issumc 
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normal ncti\,in \\.ill cease after rccci\.ing the 1;ist cxit 
notification fi.oni an io-manager. 

I'cc~.s tlinr cxit ahnormall!, mdke it diff ic~~lt  to 
pro\.idc a mcaliingfi~l cxit \,slue for the applicatio~i. 
(:onsidcr one pccr proccss that csits dire to ;I scgmcn- 
t ' i t io~~ f : ~ ~ ~ l t  allel a~iotlicr that csits due to a t l oa t i~~g-  
point csccption. Thcrc is no  si~iglc csit value possible 
for the application; J'SE chooses the fi rsr nbnormnl 
valirc it sccs. t.'tr~~tlicr~iio~-c, as a 1.csu1t of el-ror dctcc- 
tion in the conimunication library, the other peer 
~x-occssc~ \~ i I l  exit \\,it11 lost nenvork collncctions. It is 
possible tlir~t the co~ltrolling proccss \ \ , i l l  see :In cxit 
\.aluc for this effect before it sees an csir value h r  one 
ot'tlic C,ILISCS, resulting in a mislcndiny application exit 
\ .~ILIc .  To i ~ ~ ~ d e r ~ t a ~ ~ c l  a faulting parallcl application 
running under PSE, the core filcs .lssociatt.d \vitli each 
pccr proccss must be examined. 

I'SE includes support for capturing the entire appli- 
cation core stntc and for discriminating the multiple 
corc filcs of n parallcl application. Because p c c ~  pro- 
cesses share the same \vorking directory, an!! corc files 
g c ~ i c r ~ r c i  woi~ld bc inconsistent and o\ler\\,ritc one 
, ~ n o t l i c ~  due to I\; proccsses writing to the snmc core 
file namc. I'SE sol\,es this problc~n by cst:~blish- 
ing u signal handlcr that catches core-generating sig- 
rids, cl.c~tcs a pccr-specific subdircctor!,, clin~igcs to 
the nc\\  directory, and rcsignals the signal to cni~sc the 
\\.riting of tlic corc file. The root h r  the corc dirccto- 
rics call bc set tlirougl2 a n  en\,ironmcnt \rarinblc. 

Issues 
Althoi~gli I'SF. acl~ic\.es tlic stanciard UNIS Iool<-and- 
feel for most application situations, co~nplctc trans- 
pare11cy is not achieved. For ex;ln~plc, riming an 
,~pplici~tio~i-co~itrolling proccss  sing tlic c-slicll's 
built-in timc command, does not time user code o r  
pro\.idc meaningfill statistics other tha11 the elapsed 
\\.all clocli timc to start a parallel application , ~ n d  to tear 
it dot1.n. Anothcr situation that Ihigliliglits the parallcl 
nnturc of I'SE occurs during application dcbuggi~lg: 
multiple debug scssions are startcci b!~ r ~ ~ n n i n g  tlic 
application \\,it11 a debugger flag rather tliiln h!, using 
dbx dircctl\.. 

Tools for HPF Programming 

TIic cic\,clopnic~it ~tlodel ti)r HPF-bnscd applications 
is n t\\lo-step process. First, a serial Fortran 90 program 
is nrritrcn, dcbuggcd, and optimized. Then it is pnral- 
lclizcci \\,It11 HI'F dirccti\res and again debugged and 
optinlizcd. 'l'lic dc\.clopment tools supplied \\.it11 PSE 
address prof ling and debugging. Unlike most of I'SE, 
\\,liicl~ is lang~~agc-independent, borli tlic pprof protil- 
ing f'icilin and the "dbx in JI \\.indo\vsv debugging 
Eicility 21-c specific to HPF programming. 

Profiling 
Se\reral issues in profiling parallcl HPF programs d o  
not apply to Fortra~i progr'lms that execilte sc~.iall\c. 
HPF execution occurs t l i ro~~gl i  multiple processes o n  
multiple processors si~nultancously and tl~ercfore pro- 
duces 111~11tiple profiling d ~ t a  scts. Tlie storage anti 
anal!lsis of these data scts must be coordinated to pro- 
duce accurate and comprchcnsive program profiles. 
Unlilce typical Fortr,ln programs, significant time can 
be spent communicating in an HPF program. The 
Digital UNIS prof and pixie ~~til i t ics d o  not ha~idlc 
either of these jss~~cs.'"~n addition, the prof utility has 
coarse-grained ( 1 -milliscco~icl resolution) program 
counter (PC)  sa~npling and reports only do\\,n to the 
procedure le\zel. To addrcss thcsc issues, Digital added 
profiling support to the Fortran 90 compiler and 
de\*eloped the pprof analysis tool. 

Data Collecting The l'SE parallel profiling facility 
handles profiling data collection in parallel by \vriting 
data to a set o f  filcs that arc ~~niquel!l nanicd. It 
encodes the application namc, the type of data collcc- 
tion, and the peer number of the process. The analysis 
tool pprof merges tlic dat.1 in the file set \ \ rhe~l  per- 
forming analysis and producing reports. 

It supports t \ \ v  nlpcs of data collecting: nonin- 
trusi\.e t r a d i t i o ~ ~ ~ l  I><: sanlpli~ig and intrusi\,e inter1.d 
profiling. PC sampling simply records the program 
coLlnter at each occLlrrellce of the s\.stem clock inter- 
val interrupt. To  achic\lc .ln nccuratc execution profilc 
\vith PC sampling, programs must be long running 
to become statistically significant. Also, it is difficult to 
gather do-loop iteration data using PC sampling. 

VVe developed intcr\lal prof ling support to overcome 
the deficiencies of PC: sa~npling. Inter\ral profiling is 
achieved wit11 compiler-inserted functions that record 
the entry and exit times fix the execution of each event. 
This produces an accumtc csccution profile. Events 
include routioes, array assignments, d o  loops, FOML,L. 
constructs, message sends, and message rccci\,cs. 
Because tlic cntry and exit rimes 'Ire recordcti, t i~nc  
spent executing othcr c\.cnts \vithin an event is 
included, \\.hich g i \w a hicrarchical prof le. To  achie\*c 
fine-resol~~tion timings (sjnglc-digit nanoseconds), the 
Alpha process cycle counter is used to measure time.'" 

Analysis Tlie pprof i~tility provides many cliffel-cnr 
\\lays to examine and report o n  a large set of prof ling 
data from a parallcl program execution. Diffcrcnt 
approacl~es inclucic focusi~ig o n  routines, statements, 
or  communications. In contrast, prof reports on procc- 
dures only. With pprof, the scope of the analysis cnn bc 
limited to a single pccr proccss or encompass all appli- 
cation processes. The range of rcports generated can be 
conipreliensi\.e or  limited to  a number of cvcnts or  
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a p c r c c ~ i t ~ g c  o f  t i~i ic .  Users c;ln s p c c i ~  tlicir reports 
horn a c o ~ n b i ~ i a t i o n  o f  ~n~l lys i s ,  report fol.nint, rind 
scopiog options. By dcfiiult, the pprof ~ltility ~.clx)~.ts o n  
roll tine-lc\fcl acti\,in~ a\,c~-ngcd  cross all peer pl.occsscs, 
\\-Iiicli pro\.icics an overall \,ic\\. o f  application bch;i\.iol-. 

P;lrallcl programs csccutc most efficicrirl!~ \\~Iicn 
tlierc is ~ n i n i m u m  communication benvccn proccsscs. 
T h e  higl~-lc\~cl,  data pill-allcl nature o f  the HPF 
langusgc rcduccs the \.isibility o f  communicntion t o  
the prop-a~nmer.  To makc tuning easier, pprof \\.as 
designed \\.it11 the abilit!. t o  focus tuning o n  communi-  
cation. Ilcports can be g c ~ ~ c r ~ t c t f  that help cor.rclntc 
tlie LISC o f  HPF data-tiistriburio~i tiirccti\.cs t o  
obsc~.\,cii com~nunicat ion acti\,irics. 

Debugging 
For  PSF. version 1 .O, \vc arc suppl!.ing a "dbx in n \\.in- 
do\\.sV capabilin. Each pccr is controlled b!. J scpalatc 
insta~lcc of dbx that  Iios its 0n .n  S t e r ~ n  \\.indo\\.. This  
capability gi \cs  users hasic debugging fil~~ctionulit!,, 
i n c l ~ ~ c i i ~ i g  tlie ability t o  set h~.c.ikpoillts, get  h;lcktrnccs, 
and c s a m i ~ l c  variables o n  nn all-peel 01. n pcl--pcel. 
basis. Wc nddcd n ne\\.  comm.lnd t o  dbx, hpfget, that 
~llo\\zs the \,ic\\,ing o f  incii\.idual elements o f  n ciisrril>- 
uted .lrr.~y. We rccognizc it as Ell- from m c c t i ~ l g  rlic 
challcngcs o f a n  H I T  dcbuggcr, ; ~ n d  \ve arc continuing 
the de\*clopmcnt o f  a nc\\. debugging technology. 

Message-passing Model 

One oftlic go~lls of  1'SE is to  s~1jy7ol.t liigIi-pcrfi)l~nl,i~icc, 
reliable mcssagc passing for parallel applicnrio~is. At 
the st.1rt o f t h e  project,  t l ~ c  H P F  language nnri coni- 
pilcr tcchnolog!~ \ \ w e  still in tlicir infalie!,. E\lc~i 
though n o  HPF application code base existed, tlic 1'SE 
team nccciecl t o  dc tc rmi~ic  the messaging-passi~ig 
requil-cmcnts. To support  mcssngc passing succcss- 
hll!., PSE had t o  be flexible enough  to a c c o ~ ~ ~ ~ i i o c l a t c  
nc\\. interconnect technologies and net~\ .ork proto-  
cols, ndnpt t o  the mcssagc-passing c11ar;ictcristics o f  
future HI'I-' app l ica t io~~s ,  .lnd support  the changing 
demands o f  tlic compiler. A riccd for high ~>crfor-  
Inancc and cfficie~~c!, \\,it11 lo\\, Intcncy \\.:is ~ S S L I I I I C ~ .  

T h e  1'SE nicssage-passing bcilin, pro\,idcs p~.inii- 
ti\.cs to initialize and tcrminntc message-passing opcr-  
ations, t o  illlocate and dcallocnrc Incssagc buffers, and 
t o  send and rccci\le messages. A PSE nlessngc contnins 
a tag, a source ~xer n i ~ m b c r ,  and \pal-iablc-lcngtl~ data. 
T h e  higher layers till in the tag, \\,liicli is ~ ~ s c d  as n mcs- 
sasc idc~itificr o n  recei\.c. T h e  data is a strcaui o f  l~!~tcs 
\\,ithour an!, data-nrpc information. Thcsc prirliiti\,cs 
are no t  i~.itcnded t o  be used in tlic application code.  
T h c  HI'F compiler i~ilplicitl\, pencrates calls t o  tlicsc 
primitives. Rccause tlie mcssupc-pnssing primiti\zcs arc 
tightly coupled t o  the HPF co11ipilc1-, o\rcrhcnd s11cI1 ,IS 

data-alignment restrictions : ~ n d  crl-or chccl<ing can be 
eliminated. . 

T h e  I'SE rncss.~gc-passing model assumes tlint the 
,~pplicntio~l peers arc running 011 systenis \vitli the snmc 
<:l'll n~.cIiitccturc and ncr\\,o~-l<ing capabilities, t;acli 
1 7 ~ 1 .  ~ I . O C C S S  can scnd o r  rccci\,c binill.!, mcas'lgcs 
rtir.cctly t o  o r  fro111 any otlicr pccr. This is diftcrcnt t iom 
the l'\,'h~l morlcl, \\.licrc messages might  be routed t o  
a pvmd dncmon t o  be multiplexed t o  another  pccr, o r  
messages might be converted t o  ester~lal  dnra rcprescn- 
tation (X1)K) t o  allo\\, kx- data passing hct\\,cen 
mnchincs \\,it11 different architccrures." 

I3uffc1. ~ l l o c a t i o n  a i d  dc.illocation routines arc spe- 
cific t o  c'dcli o f  tlie c o ~ ~ i n i ~ ~ n i c , ~ t i m  options th;it PSE 
suppo~.ts .  ('I-licse options arc ciisc~~ssed in tlic fi)llo\\.- 
ing sections.) Bcti)rc a ~iicsa,lgc c , ~ n  he scllr, a buffer 
 nus st be allocated. T h e  scnd pri~nitivc sc11ds the mes- 
srlsc allti implicitly dcallocntcs tlic buffer. l ' l ie recci\.c 
primiti\,c implicitly allocates a buffer containing the 
nc\\.ly arri\.cd messagc. Kcccive buffers lin\,c to be 
dcallocntcd explicitly nftcr the!, arc used. O u r  initin1 
dcsign ullo\\.ed a rcccivcd mcssage buffer t o  hc rcuscd 
for sending a new mcssagc, possibly t o  a different pccr. 
This dcsigli \\,as incfficicnt, cspccially \\,lie11 n commLI- 
~i ic ' l t io~l  upti011 s i~cl i  as sIiL1rcd nleInor!r optimizes 
buffer allocntion o n  n pccl--b\,-peer basis. T h e  cul.l.cnt 
dcsign ~ ~ s c s  n peer number as n pal-ametcr t o  the buffcr 
allocation routine and tiocs n o t  allo\\ reuse o f  rhc 
rccci\*cd message buffer. 

T h e  scnd primiti\:c sends a nlessagc contnincd in 
a PI-cnllocntcd buffcr t o  a specified peer. I t  guarnntccs 
I-cliablc io-order dcli\.cr!. o f  messages. F o r  uncfcrl!,ing 
1~-otocoIs ,  such as CI)I'/II' tliat clo n o t  pl.ovidc this 
Ic\.cl ofsc~.\. icc, the n~cssngc-p.lssing libray!! ~ i i u s t  pro- 
\.itlc it. A broadcast priniiti\c is also pro\,idcd t o  send 
a single mess;lgc t o  all peers. 

'The rccoive primitive uses a particular mcssngc tag 
t o  rczci \ r  a message \vith n nlatching tag fi.oni any 
pccr. This allo\\,s the co~ilpilcr t o  use f i ~ n c t i o ~ l s  that can 
perform calculations correctly \\.hen data is rcql~ircd 
from scvcral pccrs, rcgardlcss o f  the o rder  in \\.hich 
nlcss.igcs arrive. Tlic nor-mal operation for rccci\,c is 
to I,loclc tllc rccci\,ing peer until a niatclii~ig t;iggcd 
mcssagc arri\,cs. A nonhlocl<illg rccci\,c is nlso pro-  
\ idcd t o  poll for IncssJgc.  

Communication Options 

I'SE pro\*idcs applications \\,it11 se\reral riul-time sclcc- 
rahlc communication options. Withi11 a single SMI' 
system, I'SE supports  Ii1cssagc passing o\.cr sliarcd 
m e m o r y  O n  multiple s!,stcm confgurations, 151. sup- 
pol-ts ncn\.orlc mcssagc pashing using the  'l'(:I'/Il' o r  
U1)1'/11' p~.otocols o \ , c ~  ;in!, nen\.ork mcdia tliat tllc 
l>igit.~l U N I S  operating s!,stcm supports.  ( :LI~I .cI~~I!J ,  
PSE s ~ l p p o r t s  n siliglc c o r n ~ i i u n i c a t i o ~ ~  opt ion \\aithin 
an application csecution, h u t  the dcsign supports  
multiple ~>rotocols  a ~ l d  intcl-connects. Run-time sclcc- 
tion o f  the c o m ~ n ~ ~ n i c n t i o n  opt ions and mcdia, \\.liicli 



is implcmcntcd using a \.ector ofpoi11tc1.s to fi~ncrions 
\\.ithin a sI~;ireci librar!', pro\.idcs tlesibilit!? to i~it~.oduec 
nc\\. ~wotocols and ~iledia \\,ithout having to recompile 
or  I-clink csisting applications. 

Shared-memory Message Passing 
The use of shnrcd mcmory as a mcssngc-passing 
m c d i ~ ~ ~ i i  nllo\\ls for \.cry high pcrforrnancc because 
d.~ta ciocs not Iiavc to be copied. Whcn dcsig~iing 
shared-~nc~iio~.!~ messaging, wc loolccei n r  a \~al.ict!~ of 
i~itcrrclatcd issues, including coordinntion mcclia- 
nisms, mcmor!c-sharing strategies, and memory con- 
sumption. The use of locks (i.e., scmapliorcs) in the 
tl-aditional nlnnncr to  coordir~atc access to sliarcd- 
Inemor! scgmcllts proved problematic. For csamplc, 
clients often rcqucst a message from any pccr, not 
ti-om n plrticular pccr. This implies the use o fa  general 
~.cc.ci\,c scm,~phorc that senders \\,oulJ ulilock after 
dcli\,cring data. <:o~~tcnt ion for a singlc locli coi~ld be 
s~gnificnnr 2nd could becorne a pcrfor~nancc bottlc- 
neck. lnstcnd of loclts, a simple set O F  pr.otitrccr and 
consumer indcscs is used to manage a ring buffer o f  
messages. Scndcrs read the consumer indes and 
updntc the producer indcs, and ~-ecci\xxs r e d  the pro- 
ducer indcs and update the consumer indcs to  syn- 
chronize. N o  locking is r eq~~i red .  

Sc\'cnI ~ i i c ~ i i o r ~ ~ - s l ~ ; ~ ~ - i ~ ~ g  strategics arc possible: all 
pccrs mn!, s h ~ r c  n si~iglc largc segment, cnch pair of 
pcus ITXI!' share n segment, and cacli pair ofpccrs ma!. 
I i~\ .c a pail. of ~~nidil-cctio~l~~l segmclits. The ~isc ofunidi- 
rcction,il pairs of shared-tnemor! scgnicnrs ofkrs sc\.- 
em1 ;~d\;intagcs: it si~nplities the code by eliminating 
multiplesing; it fits in \\.ell \\.it11 tlie design of IMEMORY 
CHANNEI.  hardware, \vhich is unidirectional; and by 
crcating rcccj\rc segments \\:it11 I-cad-on1 y protection, it 
prolnotcs robustncss. 'V disadvantage to tlic use of 
unidirectional segment pairs is incrcnscd mcmory use 
due to linlitccl sllaririg. Recause of its ;lti\,antagcs .lnd 
bcc~usc tlic coordination of tlie prod~~cc~./co~isumel. 
indcs docs ~ i o t  rccluirc segments to bc shared bct\\,ccn 
pccrs, \\.c sclcctcd unidirectional pairs of shnrcd- 
1nc111ory scgnicnts as our memor!,-sharing srratcg!.. 

To cnli;~ncc performance, a receiver spins, \\*airing 
for ;I peer to ~ x - o d ~ ~ c e  a message. If tlicrc is n o  data 
.ificr a 11i11nbcr of spin iterations, the rcccivcr voluntar- 
ily dcsclicdulcs itself. The nu~nbcr  of spin iterations 
\\:as chosen to be small enough to  be polite, but largc 
cnougll to pc1.11iit scheduling \\)hen a pccr produced 
a mcssagc. ,411 additional performance cnhn~lccn~cnt  
allo\\~s the ~ ~ s c r ,  \ria co~nmand line option, to pl-c\)cnt 
pccrs tiom migrating ben\,ecli processors, \\.llicli 
results in better cache utilization. 

TCP/IP Message Passing 
T<:P/Il' is the d c h ~ l t  communication option. I t  pro- 
\-ides fill1 \\,ire band\\-idth for peer-to-peer com~nuni-  
cation \\.it11 1;irge message transkr sizes across ;i variety 

of nen\rorlc mcclin. Thc i~nplcnic~itatior~ of the Iilessngc- 
passing priniiti\.c operations is ~-clati\.el!~ straight- 
foru.ard since T<:P/IP PI-o\.idcs reliable, in-order, 
connection-oric~itcci dcli\.cl-y of Incssages. The TCl'/ 
IP initialization routine sets i ~ p  n \.cctor of bo~u ld  and 
connected sockct dcscriptors, one for each pccr. These 
socI<ets arc 11sed to scnd mcssagcs to other peers. The 
recei\,e prirnitivc ~ ~ s c s  a blocking select() system call o n  
all soclcets, Rccai~sc l'(:l'/[P is conncctio~i based, 
abnormal peer termiliation ,lnJ ncn\~ork f a ~ ~ l t s  call he 
detected by co~incction loss. 

Although TCl'/I I' provides .icccptable band\\'idtli, 
latency-sensiti\,c applic;ltions might suffer horn the 
processing o\.crhcad of the TCP/ IP protocol. The 
connection-orientcd nat111-c o f  TCP/ IP also rcquil-cs 
the applicatio~i to maint~in  ni;lny socket dcscriptors, 
\vhich reduces s~i labi l i t \  and ncccssitates the use of 
erpensi\,c select( ) system calls on rccci\:c. 

UDP/IP Message Passing - - 
l o  address the latcnc!~ , ~ n d  o\,crl~cnd ofTCl'/IP, PSE 
provides Ul>l'/ll' as a n  opt io l~  that can be selected at 
rLui tiliie. UDP/IP is 3 conncctionless protocol that 
provides ~lnordcrcd, b e s t - c f h t  dcli\rery of messages. 
Becausc UDP/lP is conncctionless, the initialization 
f~~nc t ion  nccds to set up ;I singlc locally bound socket 
dcscriptioll for all pccr-to-peer comm~~nication.  File 
descriptor ilse is not n sc;ili~lg ~ S S L I ~  \\,hen Ul)I'/II' 
is used for mcssagi~~g. 

Reliable in-orclc~ cicli\.c~-\s of messages is implc- 
mented at the lih~.n~.!, Ic\,cl. Each pccr maintains a set o f  
scud and rccci\lc ring buffers, one for cacli peer. The 
ring buffcrs have producer and consumer indescs 
to indicate positions in the ring \\rhere messages can 
be read or  \vrittcn. The buffer-allocation primiti\re 
allocates buffers from the scnd ring \vliene\rer possible, 
or  fro111 a pool ofovel-tlo\\, buffcrs \\(hen the ring is fi~ll. 
The use of an o\vertlo\\, buffer clinlinates tlie need for 
upper le\,cls to pro\,itic t lo\ \ .  control or to bloclc sends. 
7 - I he send and rccci\.c p~.ilniti\,cs manipulate tlie pro- 
ducer and c o ~ ~ s u ~ l l c r  indc\cs of tlic scnd ancl rccci\$c 
rings. In-order dcli\.cr\ of mcssagcs is guaranteed 
through the use of  a sliding \\,indo\v protocol \\.it11 
sequentially numbered mcss;lgcs. For efficie~icy, pig,g.- 
backed aclcno\\.lcdg~ncnts arc used. 

To  improve scheduling synchronization among 
~i~ult iple pccrs, cspccinlly \\~Iicn a higli-priority FIFO 
scheduling policy is ~ ~ s c d ,  the Ul>P/ IP option uses a 
nonblocldng socltct. O n  rccci\~c, it loops calling the 
rcc\rfrom() system call Inan!! times before calling the 
espensi\'e select() system call to \\zit for a message to 
arrive. Abnor~nal pccr tcrmin;~tion and nct\\,orl< bults 
cannot be detected since the socket layer does 11ot 
maintain a connection statc. The 1:1)1'/IP option con- 
tains a user-specifiable time-out value by \\,hiell the peer 
application \\.ill csit \\.lien tlicrc is no socket acti\.it\.. 
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Tlie UDP/IP option provides better bandwidth 
than the TCP/IP with smaller messages and matches 
the TCP/II' band\vidtli at large message size. -The 
user-level latency reduction, ho\vcvcr, \\)as less than 
expected. :l:lie nest nvo sections discuss our in\restiga- 
tion into \\lays to optimize the latency of UDP/Il' dnd 
the performance of the message-passing options. 

Optimizing UDPIIP 

Our  initial approach to improve latency was to  reex- 
amine the standard UDP/IP code path within the 
Digital UNIX kernel for unnecessary overllead. Our  
idea \\!as to create a faster path, opti~nized for a 
UDll/IP over a local area net~\~orl< (LAN) configura- 
tion by reducing numerous conditional clieclzs in the 
path. Althougl~ this \\rorl< yiclded some improvement, 
it was not  enough to justifi supporting a deviation 
from the standard code path. rSll o\lerliaul of the origi- 
nal code path \\lould have been necessary for this 
approach to gain significant improvcnient in latency. 

UDP/IP provides a general transport protocol, 
capable of running across a range of  network inter- 
faces. We realize tlie value in retaining the generality 
of UDP/IP. For optimal perforn~ance, ho\\~e\jcr, we 
anticipate typical cluster configurations being con- 
structed using a high-performance switched LAN 
technolog)l such as the GIGAs\vitch/FDDI systern." 
In such configurations, the IP family of protocols 
presents unnecessary p1-otocol-processing overhead. 
A messaging system using a lo\ver-level protocol, such 
as native FDDI, ~vould offer better latency, birr its 
implementation requires the usc of nonstandard niecli- 
allisms to access the data link layer directly, wliicli is less 
general and portable than a UDP/IP implementation. 

Rased on the above observatio~is, we designed a ne\v 
protocol stack in the kernel, called UDP-prime, to 
coexist \alitli the standard Ul>P/IP stack. UDP-prime 
packets conform to the UDP/IP spe~ification.'~ To 
reduce the amount of per-packet processing and 
approach that of a lower-level protocol, U D r p r i m e  
imposes several restrictiorls on  its usc. These restric- 
tions optimize the typical switched LAN cluster config- 
i~rations. To retain the generality of UDP/IP, 
UDP-prime falls back to  the standard UDP/IP stack 
\\llieli these restrjctiolis are not applicable. 

Restrictions on UDP- prime 
The LAN nature of the cluster configuration imposes 
a restriction on UDP-prime. Each cluster nieniber has 
to  be \\lithi11 the same IP subnet, \\fhich is directly 
accessible from any other member. With this restric- 
tion, routing decision and internet-to-hard\vare 
address resolution can bc done once for each peer- 
to-peer connection rather than on a pe~--packct basis. 
Per-packet UL)P/IP chccltsum processing can also 
be eliminated, bccause intermediate routing is not 

involved and tlie data link cyclic redundancy check 
(CRC) is sufficient to guarantee error-free packets. 

The next restriction is the maximum length of tlie 
nlessage. PSE message passing uses fixed-size buffers. 
UDP-pri~iie restricts the masimu~n buffer size to  be 
thc niasirnum transniissio~i unit (IMTU) of the underly- 
ing network interface. This eliminates per-message IP 
fragmentation and defragmentation overhead. Since 
tlie messaging clients have to fragment tlie messages 
into fixed-size buffers at the higher layer, there is no  
need for the IP layer to perform further fragmentation. 

One co~iiplication in our current implementation 
occurs \\!hen multiple peers are running on a single 
system \vhile others are on  remote s)rstenis. The 
default behavior for peers within a single system is 
to c o ~ u n i ~ ~ n i c a t e  across the loopback interfi~ce. In this 
situation, there are nvo MTU values, one for the net- 
work interface and one for the loopback interface. 
Our  current implementation of U D P p r i m e  does not 
allo\v co~nmunication over the loopback interface so  
that a single-size MTU can be used. Further studies 
lleed to  be done to find an optinla1 maximum buffer 
size, taking into account multiple lMTU values, page 
alignment, and so forth. 

Based 011 tlie above restrictions, UDP-prime opti- 
mizes the per-paclzet processing o\lerliead of sending a 
packet by co~lstructing a UDP, IP, and data link packet 
header template for each peer at initialization. Except 
for a few fields, the content of these headers is static 
with respect to a particular peer. UDP-prime defines a 
new IP option, IP-UDP-PRIME, for the setsockopt() 
system call, to allow tlie messaging system to  define 
the set of peers and their Intcrnct addresses i~nlol\led in 
the application execution."' l ~ l i e  IP option processing, 
done prior to sending any message, makes routing 
decisions, perforl-ns Interriet-to-hardj~lare address res- 
olution, and fills in tlie static portion of  the header 
fields. When sending a packet, UDP-prime simpl!! 
copies the header template to the beginning of the 
packet, minimizing the per-packet processing over- 
head and increasing the likelihood of  the templates 
being in the CPU cache. Several header fields, such as 
thc IP  identification, header checksum, and packet 
lcngtli fields, are then filled dynamically, and tlie com- 
pletc pacltet is prcsentcd to the interface layer. 

UDP- prime Packet Processing 
Since a UD1'-prime packet is a UDP/IP packet, the 
standard UDP/IP receive processing can handle the 
packet and deliver it to the ~nessaging client. To trig- 
ger the use of UDP-prirne optimized receive process- 
ing, the sendi~ig system uses the type of  service (TOS) 
field within the IP  header to specifi priority deliver!l of 
the packet.!' Tlie priority delivery indication does not 
by itself uniquely differentiate benveen UDP-prime 
and UDP/IP packets, as any other IP packets can 
also ha\~e the TOS field set to priority. As a result, the 
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optimized receive processing has to check for the 
packet's adherence to tlie U D r p r i r n e  restrictions. 
Nonadherence to tlie restrictions reroutes tlie packet 
to the standard receive processing code. 

\i\%en a packet arrives at a nenvork interface, the 
interface posts a Ihard\vare interrupt, and the interface 
interrupt service routine processes the pacltet. The 
standard interrupt service routine deletes the data link 
header, and hands the pacltet over to tlie netisr Iterncl 
thread." Netisr de~nultiplexes the pacltet based 011 

the packet header contents and delivers it to the appli- 
cation's socket receive buffer. Netisr, designed to be 
a general-purpose packet demultiplexer, runs at a  lo\\^- 
interrupt priority level. The main reason for a thread- 
based demultiplexer is extensibility. Nc\v protocol 
stacks can be registered to the thread. Since there is 
no  a priori kno\vledge of the execution and SMP lock- 
ing requirements of these stacks, a thread-based low- 
interrupt priority demultiplexer is needed so that the 
nenvork interrupt processing time can be held to a 
minimum. The extensibility feature, however, intro- 
duces a contest switch o\~erhead. 

For UDP-prime, thc packet header processing time 
on the receive path is almost a small constant. We 
modified tlie interface service routine to demi~ltiplex 
tlie pacltet by proccssing the data link, IP, and U1)P 
headers, and deliver thc packet to tlie socket receive 
buffer without handing it over to netisr. This short cir- 
cuit path is used only when thc packet is a UDP/IP 
packet with n o  IP fi-agmentation and with priority 
delivery indication. If thcse conditions are not met, 
the standard netisr patli is chosen. The UDP-prime 
reccive patli eliminates the netisr contest s\vitcli over- 
head. This is a significant advantage, especiall!~ n:hen 
the receiving application runs with a real-time FIFO 
scheduling policy. 

SMP Synchronization 
One difficulty in designing the U D t p r i r n e  stack to 
run in parallel with the standard UDP/IP stack was 
in SlMP synchronization.'" The socket buffer structure 
is a critical section guarded by a co~nplex lock. 
llequesting a complex loclc in Digital UNIX blocks 
execution if tlie lock is taken. To prevent deadlocks, 
its use is prohibited at ao elc\~ated priority level, such 
as the case in tlie interrupt ser\~ice routine. To  work 
around this problem, a new spin loclc was introduced 
in tlie short circuit path and in the socket layer ~vhere  
access to the socltet buffer needs to be s)~nchro~iized, 

Pelformance 

To measure message-passing perfor~iiance, we used 
nvo DEC 3000  model 700 workstations connected by 
a GIGAs\\~itch/FDl3I system using TURBOchanneJ- 
based DEFTA full-duplex FDDI adapters. Each work- 

station contained a 225-megahertz (MHz)  Alpha 
21064 microprocessor and \vas run~l ing the Digital 
UNIX version 3.0 operating systelil. 

Figi~re 6 sho~vs  the message-passing bandwidth for 
TCP/IP, UDP/IP, and UDP-prime transports at dif- 
ferent message sizes. The band\vidth \\!as measured at 
the message-passing appljcation progralnmer interface 
(API) le\rel, taking into account allocation and deallo- 
cation of each message buffer in addition to the data 
transmission. TCP/IP, UDP/IP and UDP-prime 
bandwidth peaks at approximately 95 megabits per 
second at a 4,224-byte message, approaching the 
FDDI peak band\vidth. UDP/IP approaches the peal< 
bandwidth at a 1,400-byte message, and UDP-prinie 
a t  a 1,024-byte message. Reaching the peak band- 
\\iidth using small messages is a measure of pl.otocol 
processing efficiency. 

Figtire 7 shows the niinimu~n message-passing 
Iatcncjf for TCP/IP, UDl'/IP, and UDP-prime 
transports at different mcssage sizes. latency \\/as 
measured as half of the minimum time to send a mes- 
sage and receive the same message looped by tlie 
receivcr system over many iterations. The rneasure- 
ment made allo\\lance for the allocation and deallo- 
cation of each message buffer, in addition to  the 
round-trip transmission. 

Cornpared to the TCP/IP option, UDP/Il' has a 
slightly higher minimum latency. This is not expected, 
because the original goal of the UDP/IP option \\us to 
reduce TCP/ IP processing overhead. It is, ho\ve\fcr, 
encouraging to  sce only a slight degradation in latency 
when the reliable in-order delivery protocol is iniple- 
mented at the library level. This prompted us to use 
tlie same protocol engine in the library for 
UDP-prime. At a very small message size ( 4  bytes), 
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Figure 6 
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PI-otocol processing o\,crhcad Jomin ;~ tcs  tllc Inrcncy. 
At this point, UDP-prime \\,as 44 pcrccnt (103.5 
microscconds) better than -1'(:1'/ I l', c\>cn though  
UI)I'/Il' and UDP-prime i ~ s c  the same mecli.lnism. 

As the message size incrcnscs, the p~.otocol proccssin~ 
timc rcmai~ls constant, bu t  the tiatn cop!, timc bccomcs 
dominant. 1)cspite this, L l l l 'P~pr i~nc  \\.ns .~pprosirnntcl\. 
12 pcrccnt better a t  a 4-liiloh\,tc nicss~gc.  

Future Work 

-l'lic current c o m m ~ ~ n i c n t i o ~ ~  options nlong \\,it11 tlic 
L J l l l ' ~ p ~ . j ~ i ~ c  optimization pro\.itic good  pc~fi)rninncc 
for Hl'F-style rnessagc passing 011 SIMI' systcnis and  
clustcl-s. To rci i~ain conlpctiti\~c, ho\\,c\.cr, \jre need to 

consider support  for nc\\* Iiigli-pcrfor111~111cc conlmu- 
nicnrion media and configurntic)ns. LVc 111-c \\.o~.king o n  
support  for MEAIORI' CHASNEI., ,  tllc i ~ s c  o f  multi- 
ple i~l tcrconnects  and protocols \\.ithi11 nn npplicntion 
1-un11ing o n  a cluster of SIWl's, and liglir\\~cight proto-  
cols for L I S ~  \\.it11 ,ITM a t  speeds o f 6 2 2  mcg.lhits per 
second and higher. T h e  tlesibilit!. o f t h c  mcssn~c-pass-  
ing design \ \ . i l l  allo\\  current applic'1tions t o  i ~ s c  ~ L I ~ L I I - c  
c o m m u n i c : ~ t i o ~ ~  options \\ . i t l~out 1.cli11lting. 

\:Vc arc ;lIso \\-orking o n  a nc\\. H 1'): t ichuggcr tcc11- 
 lol log!^. l l cbugging  a cluster-st\,lc Hl't: program is 
co~isidcrnbly harder than dc0~1ggi11g ;I ~ ~ ~ l i l ~ r o c c s s i i l g  
progr,lm. HI'E"s single-progmm n~ultiplc-data (SI'IMI)) 
p.~lallcl p r o g r L ~ m ~ n i n g  modcl i~~clucics  n singlc- 
rlil.cnticd colitrol structure, a globnl n.llnc spncc, ~ i n d  
loo~cl!, s!~nclironous parnllcl csccution. H1'F also sup- 
ports the calling o f  extrinsic procctiurcs that 11sc othcs 
p;lr.lllcl programniing stl\lcs o r  nonpnrnllcl colnputa- 
tionnl I<crncls. 

T h e  goal o f  . ~ I I  HI'F dcbuggcr  is t o  present tlic 
~lpplicntion in source-lc\.el terms. Since H P F  is roi~ghl!. 
Fortran 90 \\.it11 data-distributiou dirccti\.cs, HI'I-' is 
conccptunll!* ,I single-thrcadcd application \\.it11 the 
compiler tr,iusforming pieces o f  the application to csc-  
cute  in pa~.nllcl. As a rcsult, an H P F  debuggel- hns t o  
tnkc the states f iom the a e t ~ ~ a l  peer proccsscs and 
reel-c~lte n singlc source-level, vie\\< of the application. It  
is n o t  al\\*~lys possihlc t o  do this \\rith complctc prcci- 
sion. C o ~ l s i d c r  tlic user ilitcrrupting t l ~ c  applic'ltion, 
\\,liicli i ~ l t c r r ~ ~ p t s  tllc pccr processes at  different po i~ i t s  
\\,irlii~l rlic comp~lt , l t ion.  It  is unlil<eJ!~ each pccr is nt 
the s.imc place (c .g . ,  the snlne program st.ltcmcnt), 
nnd it is c1~1irc liltel!, that rhc stack bacl<trncc o f  the 
pwrsc'iiffcr! E\,cn if the!, a1.c at  thc same pl.lce, the!, 
could be in different i tcmtio~is  o f  their local portions 
o f a  p.llallclizcti lool>-lilic operation. 

A t  the s tar t  o f  the H P F  debugger  project, \\.c sur- 
veyed a \.arict!* o f  debuggers  and disq~~al if icd all o f  
them logistical and/or  technical reasons. Rather 
than m o d i ~  nn existing dcbugger  technology s o  that  
it  could d e b u g  cluster-stylc HI'F programs, \ye iniri- 
atcd a n  c f h r t  t o  build n ~ ic \ \ .  debugger  technolog!*. 
As \ye c o n t i n t ~ c  t o  design the  n e \ \  H P F  debugger  t o  
be gcncml-purpose. portable, ;uid cstensj blc, \\.c \ \ . i l l  
be able to c3pit;1lizc o n  modcrn  programlning con-  
cepts, paKidignls, n ~ l d  tccliniqi~cs. 

Summary 

PSF; c o ~ i t a i ~ l s  tlic tools rind cxccution e ~ i \ ~ i r o n m e n r  t o  
debug ,  tulle, 311d dcl>lo\$ parallel applicatio~is \\,rittcn 
in tlic HI'I-' l a ~ ~ g u a g c .  From all c ~ l d  ~rser's perspccti\.c, 
I'SF, pro\,idcs trnnsp;lrcncy, flesibility, and compnti- 
bility \\,it11 f,lmiliar tools. Using standard UKIS corn- 
m;und synmx, the snmc csccutablc can be run  scl-inlly 
01- in pnmllcl o n  hnl.d\\.nrc ranging f rom n single-node 
s!.ctcm t o  n c l u s t c ~  ofSA41' systems. PSE supports  sc\-- 
cral high-pcrti)r111311cc message-passing protocols run-  
ning o\-cl- .I \,.lricn* o f  nct\\.orlz mcdia. From .I s!.srcm 
administl- tor's pcrspcctivc, I'SE pro\.idcs the tlcsibil- 
it! t o  crc.trc n cluster fro111 standarc1 compolicnts nnd 
t o  control thc cluster by assigning access contt.ols n ~ i d  
setting scheduling polic!. and priorities, Althoi~gl l  it 
currcntl!, suppo~.ts  olil!, tlic H1'F lang~lngc, PSE Ihns 
thc tlc\ihilir!, n ~ l t f  generic in f ras t ruc t~~rc  to support  
orlicr parnllcl langungcs 2nd programming ~nodc ls .  
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mcnts ro the l)~grt.il UNlX Iicrncl 'ind Ul)I'/Il' protocol 
stack to support optimal pcrforrnnnce of  message p \ s i n g  
oixr  F1)1>1 and ST'hl ~~ct \ \ .orks .  Sincc joining l>igir.ll's 
performance Froilp in 1987, he 113s also co~ltriburcd to 
111;11i!, ~icr\\.o~.k-rclntcci ~~c l~ fo~~rn . i~ . r cc  c h ~ r ~ c . t c r i ~ , i t i o ~ i \ .  
hcncli~ii,irks, . l ~ i c i  rlic dc\clopri~cnr ofpcrfor lna~~cc 1001s 
for USJS ,ind \\'indo\\.s S.1'. Snric,~ rccci\.cci 13,s. ( 1985) 
and IL1.S. ( 1987) dcgrccs in computcl- scicncc kom 
Cornell Univcl.si~! 2nd l<cc.nssclacr Pol!~reclinic Ins t i r~~rc ,  
rcspccti\~cly. 



I 
Michael Stonebraker 

An Overview of the 
Sequoia 2000 Project 

The Sequoia 2000 project is the joint effort 
of computer scientists, earth scientists, gov- 
ernment agencies, and industry partners to  
build a better computing environment for 
global change researchers. The objectives of 
this widely distributed project are to support 
high-performance I/O on terabyte data sets, 
to  put all data in a database management 
system, and to provide improved visualization 
tools and high-speed networking. The partici- 
pants developed a four-level architecture to 
meet these objectives. Chief among the lessons 
learned is that the Sequoia 2000 system must 
be considered an end-to-end solution, with all 
pieces of the architecture working together. 
This paper describes the Sequoia 2000 project 
and i ts  implementation efforts during the first 
three years. The research was sponsored by 
Digital Equipment Corporation. 

The purpose of the Sequoia 2000 project is t o  build a 
better computing environment for global change 
researchers, hereafier referred to as Sequoia 2000 
clients. These researchers investigate issues such as 
global warming, ozone depletion, en\~iro~imcnt tosifi- 
cation, and species extinction and are members of 
earth science departments at universities and ~lational 
laboratories. A more detailed conception For tlie proj- 
ect appears in the Sequoia 2000 technical report 
"Large Capacity Object Servers to Support Global 
Change Research."' 

The participants in the Sequoia 2000 project are 
investigators of four types: ( 1 )  computer science 
researchers, (2)  earth science researchers, (3 )  go\lenl- 
mcnt agencies, and (4) industrypartners. 

Computer science researchers are responsible for 
building a prototype cnvironrnent that bettcr serves 
the needs of the target clients. Participating in 
the Sequoia 2000 project are investigators from the 
Computer Science Division at the University of 
California, Berltelcy; the Computer Science Depart- 
ment at  the University of California, San Diego; the 
School of Library and Informati011 Studies at the 
Universit), of California, Berkeley; and the San Diego 
Supercompl~ter Center. 

Earth science researchers must explain their needs 
to the conlputer science investigators and use the 
resulting prototype environment to  perform better 
earth science research. The Sequoia 2000 project 
comprises earth science investigators from the 
Depar t~ i~en t  of Geography at the University of 
California, Santa Barbara; the Atmospheric Science 
Department at the University of California, Los 
Angeles (UCLA); the Climate Research Division at 
the Scripps Institution of Oceanography; and tlie 
Department of Earth, Pur, and Water at the University 
of California, Davis. 

To ensure that the resulting computer environment 
addresses the needs of the Sequoia 2000 clients, go\/- 
ernmelit agencies that are affected by global change 
matters participate in the project. The responsibility of 
these agencies is to steer Sequoia 2000 research 
to\vard achieving solutions to their problems. The 
government agencies that participate are the State of 
California Department of Water Resources ( D m ) ,  
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tlic State o f  Californi'l l )cpn~. t~i ient  o f  Fo~.cstr!; the 
Coordinated Environment l l sca rc l l  1;aboratory 
(CEKL,) o f  the United S t ~ t e s  Ann!,, the Nntion;ll 
Acronnl~tics and Space Adnii~i is t rat io~i  (Sr\Sr\ ) ,  the 
Sation'il 0cc.lnic and At~nospheric  Ad~ninist~..irion 
(XOi\X), and the United States Geologic Sur\,c!. 
(USCS).  

T h e  task o f  tlie ind~ls t r !~  p,lrticipants is t o  use 
the Secluoia 2 0 0 0  technology and t o  offel- g i~ idance  
and research direction. In addition, the! arc a source 
o f  fi-cte o r  discounted c o m p ~ ~ t i n g  equipment .  lligital 
Equipment  <:orporatio~i \\.as tlie original indus- 
tr!. partner. Recentl!,, Epoch S!stcms, Hc\\.lctt- 
Paclia~-d, H l ~ g h e s ,  I l l i ~ s t r ~ ,  AIC1,  metr rum S!,stcrns, 
PicturcTcl, liSI, SAIC;, Sicnlcns, and TRW lin\:e 
b e c o ~ n c  p;lrticipants. 

T h e  p1r1x)x  o f  this paper is t o  prcscnr tlic po.lls of 
tlic Scquoin 2 0 0 0  projcct allti t o   disc^^\$ Ilo\\. \ \ c  
;lchie\.cd these g o d s  n ~ i d  the 1.csu1ts \\.e accomplislictl 
during the first three years. T h e  paper describes the 
arcliitccturc t l ~ a t  \\,c deciticti t o  pursLIc and tlic srntc o f  
the soft\\aarc e f h r t s  in rhc \,nrio~is nrcas. 7flic nlosr 
importnnt I c s s o ~ ~  ~4,c Iha\,c. Ic;lrncd is that the Sciluoi.l 
2 0 0 0  s\,srcm 111l1st be co~~sicic~.cti  311 ~1x1- to-e l id  solu- 
tion. H c ~ l c c ,  clients c;l~i he s.lristicd onl! if all pjcccs o f  
the architccttu-e \vork togcthcl. in a harmonious Klsli- 
ion. Also, man!, scr\rices rcrlui~.cii b!, the clicnts n i l~s t  Oe 
pro\,idcd by c\.cr!l clement o f  the ,lrcIiitccturc, c;lcll 
\\.orking \\,it11 the otlicrs. \;\fc illustrate this end- to-c~id  
cl~aractcristic o f  Secli~oin 2 0 0 0  by discussing tli~.cc 
issucs tli:~r cross all p a r t  o f  rlic s\.stcm: g ~ ~ n ~ ~ n l i r c c d  
cielivcr!~, ahstmcts, and con~prcssion.  \\!c then indicatc 
other  spccifk lessons that \\.c Ie,irncd during tllc f rst 
t l~ rcc  \,cnl.s o f  the project. rl'lic p;lper c o ~ i c l ~ ~ d c s  \\,it11 the 
current sr.ltc o f  the projcct and its ~ L I ~ L I I - C  dircctio~ls. 

The Sequoia 2000 Architecture 

T h e  Sec1uoi;l 2 0 0 0  v.chitccturc is nioriratcd by foul. 
f i ~ n d a m c n n l  computer  science objccti\,cs: 

1 . S//f)/)OlY L ~ l < ~ L ~ - p ~ l ~ f i ~ / ~ l l l ~ l / / c l ~  0 0  012  / ~ ~ l r / l ~ l ~ / ~ ~  ( / ( / / l /  

.sc,/s. T h e  Sequoia 2 0 0 0  clicnts arc fi-ustratcd by cur- 
rent co lnp i~ t ing  c n \ , i r o n ~ n c ~ i t s  b c c a ~ ~ s e  they cnnnot 
cffccri\.cl!, store the ninssivc .uiiounts o f  ti;lt,i 
dcsi~.cd for rcscarcli purposes. T h e  f o ~ ~ r  a c ~ ~ d c m i c  
clicnts plus 1)WR collccti\*cly \\.ant t o  bc nhlc t o  
stol-c ;ip1>ro"i"1atdy 100 tcr;lOytcs o f  i~ i fo~ .~ i i , l t io~ l ,  
much o f  \\,hie11 is c o m m o n  dar.1 sets used by multi- 
ple in\*cstigators. Tlicsc clicnts \\,auld like liigli- 
~.xrformnncc systeni soft\\,;l~.c tliat \\.ol~lti nllo\\, 
sharing of  assorted tcrtia~.!. mcmor!. devices. Unlike 
the 1 / 0  activities o f  most  o ther  scientific comput -  
ing users, their acti\.ity in\rol\cs prima~.il!' r,indom 
ncccss. For cxan~plc,  DWll is digitizing the .~gc~lcy 's  
librar!, o f  500 ,000  slides and is pu t t ins  it 011-lilic 
using tl1c Sequoia 2 0 0 0  s\.stclu. This  d:~tn set I1,ls 

so111c locality of' ~ .c fc~ .c~ icc  hut  \\!ill Ihn\.c consider- 
able ~ m d o r n  activit!.. 

2 .  / ' / I /  (I// rlczta iir ( I  cl~//~ka.ic. I ) ? L / I I L I ~ ~ ~ ~ I I I ( , I I /  . ~ ~ / c ' I I /  
(/)1<.11.\'). 1'0 rnni[~t.lili tlic mctadatn t l ~ l t  ticscribe 
tlicir data  sets and thus aicl in the retric\.al o f  infor- 
mation, the Sequoia 2 0 0 0  clients \\,ant t o  move 
all tlicir tiara to a I)IIA/IS, h4ore iniportnnt,  using 
a DfibIS  rill facilitate tllc sharing o f  i~iforrnation. 
I<ecausc a DBMS insists o n  a comnion  schcma for 
slia~.cd information, it \ \ . i l l  allou. the rescarchcrs t o  
dcfinc n scl ie~na.  T h e n  all rcsearchcrs must use 
n cornnlon notation fbr shared data. S u c l l ~  s!,steln 
\ \ - i l l  be a big impro\.cmcnt o\.er the cu1-rc11t situa- 
tion \\,licrc c\,er!I dat,l set csists in a ullicluc format 
and n1w.t be convcrtcci by e\.ery researcher \\.ho 
\\~isIics t o  use it. 

3,  /J~.o/,i(/o i11111roi*c~(/ /~i . \~i / ( / / iz~i t io~r   tool^^. S c ~ l u o i ~ ~  
2 0 0 0  clicnts use p o p u l ~ r  scientific visualization 
tools such as Explol-cr, I a o r o s ,  N S ,  'lnd 11)I, and  
.II.C cngcr t o  use a ~ i c \ t - g c ~ i c r ; ~ t i o ~ i  toolkit. 

4. / ~ / u ~ ~ i ( / o  high-.spwd I I C ~ / I ~ ~ ~ I ~ ? I I ~ ~ .  Scc1~1oi:l 2 0 0 0  
clicnts rc;llize that  a 100-tcrab!rte storage server ( o r  
100-rc~.nh\,tc scr.\.e~.s) \ \ . i l l  not  be locntcd o n  cacli o f  
their iicsktops. hllorcovc~., the storage is likcl! t o  be 
located nt the otlicr end o f  a \vide nrca nct\\.ork 
(\.VAN), Fnr fi-on1 tlicir client machines. S i~ icc  the 
clients' \ . is~~alizntion scenarios in\,ariabl!' in\fol\ie 
nnimiltion, for cxr~mplc, sho\\.ing the  last 1 0  !pc.lrs 
o f  rhc o z o n c  hole b\, pl,l\,ing time for\\*arcl, the 
clicnts 1.cc1~1il-c ~1lt1~nh1~l~-spccc1ccci net\\.orkilig to  rn0i.e 
sccluc~iccs o f  i111agch 60111 a server rn.lc.hinc t o  

clicllr n iac l i i~~e .  

1'0 ~i iccr  t l~csc  objccti\,cs, \\)c adopted thc bur-lc\.el 
;uchitccturc illustratcci in Figure 1. T h e  arcliitccture 
colnpriscs the footprint layer, the  tile system layer, the  
1>11,\1S la!,cr, nlid the ~pplic;ltion la!.cr. l'llis section 
discusses o u r  efforts a t  c ~ ~ I I  of tlic le\,els and then con-  
cluclcs \\.it11 a dissi~ssion of tlic Seq i~oia  2 0 0 0  ~icn\ .ork-  
ing tli.it conlicsts thc c lcmc~i t s  o f  tlic nrcl i i tcct~~rc.  

The Footprint Layer 
T h e  footpri~l t  layer is n soft\\.nrc s\,stcnl t l ~ i t  shields 
Iiiglic~.-lc\,cl s o h \ . a ~ . c ,  such .IS fi lc systems, from device- 
sl>ccitie cl1;lractcristics ofrobotic  dc\.ices. Tllcsc cli3nc- 
terisrics i~lcludc specific robot  co~i imands ,  block sizes, 
and 111cdia-spccitic issues. 'l'lic footprint I,l\,cr can be 
thought  o f  ;IS n coml11o11 robot  dc\.icc dri\.cr. '4 foot- 
print implcmcntation csists ti)r each o f t h c  four rcrtinry 
mcmor-\  iic\.iccs nsctl b\. the projcct, narncl!,, o Son!' 
\\.rite once,  rend Inany (\VOlL\4) optical disk jukebox, 
;In HI' rc\\,ritablc optical disk jukebox, a ~Uctru111 VHS 
tnpc jt~ltcbox, 31id an Ex,lb\~rc 8-millinictcr t . 1 ~ ) ~  julcc- 
box. (:ollccti\~cly, thcsc t i ~ ~ r  dcvices and the (:J'Us ,111d 
disk sto~.;lgc s!.stems in h-ont o f  them \\.ere 11;11ncd 
B i g h o t ,  ; l f t c ~  the leycniiar\~, \*cr\. t ~ l l  r e c l ~ ~ s c  spottcd 
occax~onnll\ in the Pacihc No~.tli\ \ ,cst.  
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The Secluoin 2000 Al.chirccti~re 

The File System Layer 
O n  top of the footprint layer is the file system layer. 
T\vo file systems manage data in the Bigfoot n~i~ltile\rel 
memory hierarch!!. The first file system is Highlight, 
\vhich estends the Log-struct~~red File S!atem (LFS) 
pioneered for disk devices by Ousterhout and 
Rosenblum to tertiary ~ ~ ~ e m o r y . '  ' The original LFS 
trcats a disk de\lice as a single continuous log onto  
\\!hich ne\\lly written disk blocks are appended. Bloclts 
are never o\~er\vrittcn, so a disk device can al\vays be 
\\/ritten sequentially. Hence, the I,FS turns a random- 
\\!rite environment into a sequential-\\trite environ- 
ment. 111 particular problcln areas, this may lead to 
~ n ~ ~ c l i  higher performancc. Benchmark data support 
this conclusion.' In addition, the LFS can al\vays iden- 
ti@ the last few blocks that were written prior to a file 
system failurc by finding the cnd of the log at recovery 
t in~e.  File systelm repair is then very fast, because 
potentially damaged blocks arc easily f o ~ ~ n d .  This 
appl-0x17 differs fro111 con\~entional tile system repair, 
vlherc a Iabo~-iot~s check of the  disk must be performed 
to ascertain disk integrity. 

Highlight estencls the LFS to support tertiary mem- 
ory by adding a second log-structured file system on 
top of the footprint layer. This file system also \\!rites 
tertiary memory blocks sequentially, tl~ereby obtain- 
ing the perfor~nance characteristics of the LFS. The 
Highlight file systcm adds migration and boolikeeping 
code that treats the disk LFS file system as a cache for 
thc tertiary memory file system. In summary, 
Highlight should provide sood performance for 
\vorkloads that consist of mainly write operations. 
Since S c q ~ ~ o i a  2000 clie~lts want to archive vast 

amounts of data, the Highlight file system has the 
potential for good perforniance in the Sequoia 2000 
environment. 

The second file system is Inversjon.' !\lost D13MSs, 
incluciing the one used for the Sequoia 2000 project, 
support binary large objects (BLOBS), \vhich are 
arbitrary-length byte strings of variable length. Like 
several commercial systems, Sequoia's data manager 
POSTGRES stores large objects in a ci~stoniized 
storage system directly on a ra\v storage As 
a result, it is a straightforward exercise to support con- 
ventional files on top of DBMS large objects. In this 
\my, the fi-ont end turns every read or  \\trite operation 
into a query o r  an update, wrhich is processed directly 
by the DBMS. Simulating files on top of 1)BMS large 
objects has several advantages. First, DBMS services 
such as transaction management and security are auto- 
matically supported for files. In addition, novel charac- 
teristics of our nest-generation DBMS, including rime 
travel and an extensible type system for all DBAllS 
objects, arc automatically available for tiles. O f  course, 
the possible disad\~antage of simulating files on top of 
a DBiMS is poor perfornia~icc. As reported by Olson, 
Inversion performance is exceedingly good \\:hen large 
blocks of data are read and written, as is characteristic 
of the Sequoia 2000 \vorldoad." 

At the present time, Highlight is operational but 
\ier)l buggy. Inversion, on the other hand, is used to 
manage production data 011 Sequoia's Sony WORh4 
jukebox. Unfortunately, the reliability of the proto- 
type system has not mct user espectations. Sccl~~oia 
2000 clients have a strong desire for commercial off- 
the-shelf (COTS) sohi\vare and are frustrated by docu- 
mentation glitches, bugs, and crashes. 

As a result., the Sequoia 2000 project team has also 
deployed two commercial file systems, Epoch and 
AMASS. The Epoch file systcm is quite reliable but 
does not support either of Sequoia's large-capacity 
robots. Hence, it is used hea\!ily but only for small data 
sets. The AMASS file system is just coming into pro- 
duction use for Sequoia's Metrun1 robot and replaces 
an earlier COTS system, \vhich \+!as unreliable. Given 
the espcrience of  the Sequoia 2000 team \\/it11 tertiary 
memory support, tertiary memory users should care- 
fully test all file system soht\\lare. 

The DBMS Layer 
To meet Sequoia 2000 client needs, a DBIMS 
must support spatial data such as points, lines, and 
pol!~gons. In addition, thc DBMS must support the 
large spatial arrays in \vhich satellite imagery is natu- 
rally stored. These characteristics are not met by pop- 
ular, general-purpose relational and object-oriented 
DBMSs.' The best fit to client needs is a special- 
purpose Geographic Information System (GIs)  o r  
a nest-generation object-relational DBLMS. Since it 
has one such object-relational system, namely 
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I'OSTC;lES, the Secli~oifi 2000 projcct clcctcd to 
Foci~s its DRlMS efforts o n  this system. 

To  make the POSTGRES 1>13iVS suitable for 
Sccli.~oia 2000 use, \\,e reelllire n sclicma ti)r nll Secluoia 
data. This database dcsign process lias e\,ol\.cd as a 
coopcrati\.e esercise ben\veen various datnb;lsc experts 
at 13crkcley, the San Diego S~~pcrcomputcr  Ccnter, 
(:F.RL, and SAIC. The Secl~~oia schema is the collec- 
tion of  metadata that describes the data storccl in the 
I'0STC;RF.S DRMS o n  Higfoot. Specifically, these 
mctadata coniprise 

A sr'lndard \~ocabular!r of terms \\.it11 ngrccd-t~pon 
definitions tliat arc used to dcscl-ibc rhc d;in 

A set of types, instances of \I-l~icli mil\. store data 
\';lI~lcs 

A hiernrchjcal collection of classes tliat dcscl-ibe 
nggrcgations of the basic types 

Functions defined on the typcs ~ ~ l d  classcs 

Tlic Sccli~oia 2000 schema accom~nodatcs four 
broad categorics of data: scalur, \Jccto~., mstcl-, n~id test. 
Scalar cluanrities are stored 3s POSI'Gl<F.S typcs and 
;issemblcd into classes in the usual \\.ay. Vector quanri- 
tics ;we stored in special line aliri pol!,son types. 
Vectors are f ~ l l y  enumerated (as opposed to an arc- 
~iocic rcprcsentntion) to  take ad\-nntagc of I'OSTGRES 
indcscd scarchcs. The ad \  antages of tliis ~.cprcsc~lt.l- 
tion are discussed in morc dctail in "The Sequoia 
2000 1~cnclimark."- 

lllstcr data constitute the bt~lk of tile Scq~~ojn  2000 
data. Thcsc data are storcd in I'OS'l'Gl<ES multi- 
dimensional arrays objects. The contents of tcst~lal 
objects (in 1'ostScript or scanned page bitmaps) '11-c 
storcd in a POSTGRES docu~ncnr  type. 130th docu- 
ments and arrays make usc OF a I'OSTGRES large 
objcct storage manager t113t can support a~.bitmr!z- 
length objects. 

We lia\*e tuned the I'OSTGRES 1)RkIS to meet 
the ncctis o f  the Sccluoia 2000 cl~cnts. The interface 
to POSTGKES arrays lias been irllpro\.cil, and a no\.eI 
chunking str,lrcg!? is no\\. opcs.itio~l,~l..' Instcnd of 
storing ,111 a~.rn\. [7!, orderi~ig the ,ll.l.n!, i ~ ~ d c s c s  from 
t;istcst changing to slo\\.est c l iangi~~g,  this ~!~stcnl 
cliooscs n stridc for each di~ncnsio~l  31iii stores c h i ~ ~ i k s  
oftlic cor.rcct stridc sizes in cacli stolxgc ohjcct. When 
user qucsies inspect the army in morc than onc \\.;~y, 
this tcchniqi~e results in draniatically superior retrieval 
~xr t i ) rm~i~icc .  

Sequoia 2000 clients npically run clucrics \\.it11 user- 
defined h~nctions in the predicate. h/lorcovcr, many 
of the p~.cdicatcs arc \.el-!! espcnsi\.e in (:I'U timc to 
compute. For cxample, the Santa Rarbara g ro i~p  has 
\\.rittcn a f ~nction, S?JO\\', that rccognizcs the snon-  
co\,crcci regions in 2 satellite i~li;lgc. It is ;I i~sc~.-dcfil~cd 
I'OSTC;RF,S tinction that accepts .111 image :IS nn argu- 
ment and returns a collection of pol!-gons. A typical 

cluery using the SXOW fi~nction for the table 
IMAGES (id, date, content) \\,auld be to  find tlic 
iniagcs that \\-ere morc t lnn 50 percent sno\\, and that 
u t r e  oL>scr\vxi subsequent to  Jiuie 1992. In SQL, this 
query is expressed ;IS fol lo\\.s: 

select id 
from IMAGES 
\ ~ ~ h c r e  AREA (SNOW (content)) > 0.5 
and d ~ t c  > "J i~nc  1, 1992" 

The first clnusc in thc predicate requircs tlie C P U  to 
e\.ali~atc millions of jnstr~~ctions, \\.hercas the scconti 
C ~ ~ L I S C  rcquircs only a liu~ldred instructions. ?'he 
DBMS must be cognizant of  the CPU cost of clauses 
\\.lien constructing '1 cl~~cl-y plan, a cost compolicllt 
that has been ignored b!' most previous optinlization 
\\.ark. \:Vc lia\*c cstc~lded the POSTGRES optimizer to 
deal intclligc~itl!~ \\,it11 cspcnsi\,e fiinctio~~s.'" 

I t  is I~ighly dcsirLlI>lc to  'iIlo\\~ p o p ~ ~ l a r  e ~ p c ~ i s i \ ~ c  
functions to be precomputed. I n  this \\la); tlie <:PU 
need only e\?aluatc cacli such fi111ctio11 once, rather 
than oucc for each query in \vhicli the function 
appears. Our  approacl~ to this issue is to allo\\ data- 
bnses to co~ltnin indexes o n  3 fi~nction o f t l ~ e  data and 
not on just the d a t ~  objcct itself. Hence, the database 
adn~i~iistl-ator can spccifi. tliat a R-tree index be built 
for the f i~nct io~l  AREA (SNO\Y(content)). Arcas of 
images arc arranged in sort order in a K-tree, so tlic 
first clause in the ;ibo\.e quc~- !~  is no\\. \.et-y inespcnsjvc 
to  c o ~ ~ ~ l x ~ t c .  Using this tccl~niquc, the functiol~ is 
computcci .it clnta entry or daca i~pdate time and not at 
query c\raluntion timc. A consequencc of fi~nction 
indesing is that inserting a ne\\! image into the data- 
bast may be very tinic-consuming, sir~cc fi~nction 
computation is no\+, included in the load transaction. 
To deal \\it11 tllc undcsilnble lengthy response times 
for sonlc loads, \\,c I~,l\'c also explored lazy indcsing 
and partial indexing. Thus, indes building docs not 
need to be s\c~iclironous \\,it11 data loading. 

Thc fccdback from the Scqi~oia 2000 clients regard- 
ing P0STGKF.S is thilt it is not reliable enough to 
ser\.c as a basc fol- production \\,ark. ~Morco\,cr, t l ~ c  
d o c ~ ~ ~ i i c n t a t i o ~ ~  is in.idcquatc, and no facilin* exists to  
train users. Our  uscrs \\.ant a COTS product and not  
a research prototypc. (;onscq~~cntly, the Sequoia 2000 
project has migmtcd to the co~nrnercial version of 
POSTGRES, namely thc Illustra system, to obtain a 
COTS DRIMS product. Migration to this system 
required reloading all projcct data, a task that is no\\, 
nearly cornplctc. 

The Application Layer 
The application laycr of the Secluoia 2000 architecti~re 
contains f\.c clcmcnts: 

2. A visualization environment 
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3. A bro\\rsing cap~bility for text~~al  illformation 

4. A facility to  interface the UCLA General Circula- 
tion Model (GCM) to the POSTGKES/Illustra 
system 

5. A desktop vidcoconferencing or  "picturephone" 
hcility 

For the off-the-shelf visualization tool, \ire have 
con\w-ged around the i ~ s c  of AVS and ILIL for project 
,~cti\fities. N S  has an easy-to-use "bores-a~id-arrort~s'' 
user interLlcc, \\,hereas IDL lias a more cori\~entional 
linear progra~nming notation. O n  the other hand, 
II)L lias better t\\,o-diriiensio~~i~l (2-1)) graphics fen- 
turcs. Both AVS and IDL allo\\l the uscr to read and 
write file data. To c o ~ ~ n e c t  to the DBMS, we have writ- 
ten an AVS-POSTtiW,S lbridge. Tliis program allo\\ls 
the user to construct 'In ad hoc POS?'GIW,S query and 
pipe the result into an AVS boxes-and-arro\vs nenvork. 
Secl~roia 2000 clients can use AVS for f ~ r t h e r  process- 
ing on any data I-ctrie\,ed from the 13RbIS. IDL is 
being interfaced to AVS by the \rendor. Consequently, 
data retrieved from the database can be nioved into 
1131, using AVS as '111 intermediar!'. No\\, tliat \Ire lia\~c 
migrated to  rhc Illustra DHIVS, we arc consideri~ig 
porting this AVS bridge to tlie Illustra application pro- 
gramming interface (API). 

AVS has some disndvantages as a \~isualization tool 
for Sequoia 2000 clients. First, its type system, \vhicIi 
is different fi.om tlic POSTC;M.S/IIILIS~I.~ type system, 
has n o  direct lkno\vlcdge of tlie common Scqi~oia 
2000 schema. In addition, AVS consumes significant 
amounts of' niain Inemor!,. Architecturall!; AVS 
depends on virtual mernory to  pass rcsults benvee~l 
various boxes. I t  also ~iiaintains the o ~ ~ t p ~ ~ t  ofeach box 
in \ l ir t~~al memory for the duration ofan esecution scs- 
sion. The ~rscr can thus change a run-time parameter 
some\\,herc in the ncn\-ork, and AVS \\ . i l l  recompute 
onl!, tlie do\\nstrca~n boxes b\, talcing '~cI\~antage of the 
pre\*ious output. As ;I restilt, Sequoia 2000 clients, 
\\,Ilo generally produce very large intermediate I-csults, 
consume large urnounts of both vir.t~r,ll and real m e n -  
ory. In  fact, clients report that 64 megabytes of real 
memory on a \vorkstation is often not enough to  
enable serious AVS use. Furthermor.c, AVS docs not 
support zooming in to iri\,estigatc d.~tn of interest to 
obtain higher resolution, nor docs it keep track of tlie 
history of h o \ v  any given darn clcment \\.as con- 
structed, i.c., the so-called data lineage of an item. 
I.astly, AVS has a video player model for animation 
tliat is too primititr for niany Scquoin 2000 clients. 

C o n s c q ~ ~ e ~ ~ t l y ,  \\,e lia\,e desigricd n1.o I I ~ \ \ ~  \,isualiza- 
tion en\*iro~lrnc~its. Tlie first s!,stcln, called Tecatc, is 
bcing built at tlic San Diego Supercon~pute~- Center. 
Tlie Tecate infmstr~ucti~re enables tlic creation ofappli- 
cations that allo\v end users to bro\vsc for and visualize 
data from nct\vorkcd data soilrccs. Tliis softurarc 

platform capitdlizes on the at-cliitectural strengths of  
current scientific \~isualizatioll systems, netr\iorlc 
bro\\lsers, database management systcni front ends, 
and virtual reality systems, as discussed in a companion 
paper in this issue of the.Jo~i~.i~crl."' 

The other s!.stcm, Tioga, is a boxes-and-arro\\*s pro- 
grariiming cnvil-onment that is DRIMS-centric, i.e., the 
environment type systen~ is the samc as the DBMS 
type system. Tlie Tioga user interface gives the user 
a flight simulator paradigm for bro\\fsing the output 
of a ncn\,ork. In  this \\,a\!, tlie \,isualizer can na\figatc 
around data and then zoom in to obtain additional 
data on itcrns of particular intcrcst. 'The preliminary 
Tioga design \\,as presented at the 1993 Very Large 
Databases Conference." A first prototype, described 
by VVoodri~ff, is currently running." 

A cornn7ercial \$crsion of the Tiogn cn\,ironmcnt has 
also been in~plcmcnted by Illustra. The Sequoia 2000 
project is making considerable use of this tool, which is 
named Object-I(no\\,ledge. E,~trl\r uscr elperience \i?th 
both Tioga and Object-I(lio\illcdgc ijlidicates that these 
systems arc not easy to use. VVc arc now exploring 
ways to iniprovc the Tioga systcm. '1.-he objective is to 
build a systcm that a scientist with minimal training in 
the en\.ironmcnt can use \v i t l io~~t  a reference n lan~~a l .  

The third elcmcnt of tlie application la!,cr is a 
bro\\!sing capability for textual information of interest 
to our clients. Tliis capability is a cornerstone of the 
S c q ~ ~ o i a  2000 ,~rcli i tect~~re.  Initi,llly, \vc con\~ertcd a 
stand-alone test retrie\,al s!lstem called Lassen to O L I ~  

IIBMS-centric \.ic\\v. Tlie first part of the Lassen system 
is a facility for  constri~cting \\,eiglitcd Ice\?\,ord indexes 
for the \\.ords in a POSTGRES document. This indcs- 
ing system, Cheshire, builds on the pioneering \vork of 
the Cornell Smart system and operates as the action 
part of a I'OSTGRES rule, \\~liich is triggered 011 tach 
docu~uent  insertion, updatc, or  rc~iio\~al.'.'" Tlie sec- 
ond part of thc  Lassen system is J front-end qucr!. tool 
tliat ~~nderstancls natural lang~~.lgc. This tool allo\\,s 
a user to rcqucst all documents that satis@ a collection 
of ltey\\lords by  sing a natural language inter-hcc. The 
Lassen ~!~stcni  lias been operational for more than 
a year, and rctric\-als can be rcqucstcd against the cur- 
rently loaded collection of Sec1uoi;l 2000 documcnts. 

In  addition, \\,c l i ~ \ ~  rno\.cd Lassen to 239.50,  
a popular protocol oriented to\\,ard information intcr- 
change and information retrjc\,al.li The clie~it portion 
of Lassen Ilas been changed to crnit Z39.50, and 
\ve ha\.e \\lrittcn a Z39.50-to-POSTCRES translator 
on the server side. In this \\.ah the Lassen client code 
can access non-Sequoia 2000 infor~n'~tion and tlie 
Sequoia 2000 server can be accessed by test-retrie\lal 
fiont ends other than the Cheshire system. 

With our mo\ic to the 1:llustra 1I13MS, we have con- 
verted the client side of Lassen to \\lark \vith Illustra. 
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.lllustra 11,l.s 211 inrcg~.ntcd d o c u n i c ~ ~ t  cint,l t \ ,pc \\it11 
capabilities similnl- t o  tlie extensions \\.c made  t o  
I'OSTG lES. 

A rclated 13crkclc!, project is fi)cuscd o n  digitizing 
all tlic Rerkclcy < : o m p ~ ~ t c r  Science Tcchnic;ll 1tcpo1-ts. 
This  projcct l ~ s c s  a Mosaic client t o  ncccs> n custom 
IlVorld \/Vide Web scr\.cr called l l icnst ,  \\.hie11 stores 
technical I-cport objects in a U S I S  tile s!,stcm. I n  a fe\\. 
months,  \\.e cspccr t o  coll\.crt Dienst t o  store objects 
in the Sequoia 2000 dntabase, rather than in tiles. 
llWlcn this system, nicknamed D ~ t a b a s c  l)icnst, is 
operational, Mos,lic/l)icnst sen ice  \ \ , i l l  he ~ l \ , ~ i l ~ b l c  
k)r all t e s t ~ ~ a l  objccts in tlie Sequoia scl1c1n;l. 

O u r  foul-tli thrust in the appl.icarion layel- is n Klcilit\* 
to  interface the li(:I,A Gc~icra l  (:ircul,ltion h'loitcl 
( G C b I )  to tllc 1'OS~I'C;I1ES/Ill~istl-a s!.stcm. 'Illis PI-o- 
gr,ini is a "dnr;l 17~1lnp" bec,luse it pulnps d,lt;i o ~ ~ t  o f  
the simulation modcl and into rlic DI~IUS. \Vc n,lmcd 
the program "the hip lift" aficr the l)LVII pumping 
station that ~xises  N o ~ . t h c ~ . ~ i  (:alih)l.r~ia \\.nrcr o\ ,cr  t l ~ c  
Tchachapi Mount:ii~is into Southern <::ilik)rnia. 

R~sic'lIIy, the U(:l.A G<:bI produces a \ .ccto~. ofsini- 
ulation o u t p ~ ~ t  \.il~.i.ihles fix cach timc step o f  ;I I c n g l ~ ! ~  
run for each tilc in a t h r e e - d i ~ n e ~ ~ s i o ~ i i ~ l  (3-1)) g ~ - i d  o f  
tllc armosp11c1.c ;111d o c c r ~ ~ i .  l lepcnding on  tlic scc~lc 
o f  the mocicl, its ~ .cso l l~ t ion ,  and the c,ip.lhilit!. o f  the 
serial o r  p.lrallcl rnazliine o n  \\hiell the modcl is run-  
!ling, the UC:I,A C;(:ICI call p r o d ~ ~ c e  f i , o ~ l l  0. 1 t o  10.0 
megabytes per scconcl (MB/s) o ~ ~ t p u t .  T h c  pu~.posc of 
the big lift is t o  instill the o u t p u t  data into n dntnh:~sc 
in real timc. U(:l.A sciclltists can then LISC Objcct- 
lG~o\\.lcdgc, Tiog.1, 'l'cc;ltc, .WS, o r  IDI, t o  \*isualizc 
thcil- s i ~ i ~ u l a t i o ~ ~  ourput .  Tlic big lift \ \ , i l l  lilicl! I ln \  c to  

exploit parnllclism in the d.lta manager, it'it i >  rccl~~il-cd 
t o  keep u p  \\.ith the c s c c ~ ~ t i o ~ i  o f t l l c  1i10c1eI 011 ;I nias- 
si\.cly parnllcl 1l1.cI1irccti11.c. 

T h e  fifth i~pplicntion s!,stem is a confc~.cncing syrs- 
tcm. Since Sccluoia 2 0 0 0  is 3 distributed pl.ojcct, \\.c 
leal-ncd earl!' that f L ~ c c - t o - L ~ c c  ~ncctillgs tll,it I . C C I L I ~ I . C ~  
p,~rticipants t o  tr.l\.cl t o  o ther  sitcs ;und clcctro~)ic  mnil 
!\.ere no t  sufficient t o  keep project members  \ \ 'o~. l i i l~g 
;IS J team. (:onscq~~cntl!,, \\.c p~~ri l inscci  confcrcncc 
room \ . idcoconfcrc~ici~is  cquiymcnt  for each project 
sitc. '1:'llis t c c l ~ ~ l o l o g \ .  costs ,ipprosim,ltt.ly Ss0,OOO pur 
sitc and allo\\.s multi\\fa!. 1-idcoconfcrcnccs o \ . c~ .  intc- 
grated ser\-ices digital ner\\.orl< ( ISDN ) lines. 

A l t h o ~ ~ g l ~  the c o ~ i f c ~ . c ~ l c c  roo111 cc l~~ip lncn t  h ~ s  
helped projcct co~nniun icn t io~l  immcnscl\,, it n ~ u s r  he 
set i ~ p  n ~ l d  tnkcn clo\\.n .lt eacli use bccai~sc the rooms 
it occupies ~t the \ , , l r io~~s  sitcs arc no~.m;ill!~ i~scci .IS 

classrooms. Thcrch)rc, \ . idcoconferc~~ci~ ig  tends t o  be 
used for arranged co~ifc~.cnces and not  s p ~ ~ ~ . - o f - t l l c -  
m o m e n t  intcractionh. 'T'o alle\,iate this shortcomi11g, 
Secluoia 2 0 0 0  has ;llso in\,cstcd in desktop \-idcocon- 
k rcnc ing .  A \zicico cornp1.cssio11 ho~u-ti, 3 I I I ~ C I - ~ I > I ~ ~ I ~ C ,  
speakers, a ncr\\,ork connection, ;I \.idco cnIIlcrn, and 

the npproprinrc sofn\..lrc can t~11.11 .I co~i\.elltional 
\ \ .or l tsmtio~~ in to  n desktop vidcoconfccrencing facilit!.. 
111 addition, video call be  easily t~.nllsmitrccl o\.er the 
ncr\\~ork i l i tcrf~cc that is prcscnt i l l  \,irtually all S e q ~ ~ o i a  
2 0 0 0  clicnt machines. We arc u s i ~ ~ g  tlic 1Mbone s o h -  
\\.arc suite t o  connect  about  30 ~ F O L I I .  client machines 
in this hsliion and are migrating most  o f  o u r  \.idea- 
confcrcncing activities to desktop tcclinology. This 
effort, \\.hie11 is called Holl!~\ ,ood,  stri\.cs t o  fi~rtlier 
improve the ab i l in  o f  S e q ~ ~ o i a  2 0 0 0  researchers to 
c o ~ i ~ ~ i l l ~ ~ i i c a t ~ .  

Note  that the Sequoia 2 0 0 0  rcscarclicrs d o  no t  
necd ~ ~ O L I ~ \ \ . N ' C ,  LC., the ability t o  lia\,c c o m m o n  \\.in- 
cio\\,s 011 multiple client ~ n a c l l i ~ ~ c s  scp,lrntcd by A WAN, 
in \\.Iiich c o m m o n  code can be run,  updated, and 
inspcctcd. Rntlicr, o u r  rcscnrchers nccd a \\.a!. t o  hold 
irnp1.ol11l7ti1 discussions o n  projcct husincss. :I~lle\ 
\\,ant ;I lo\\.-cost multicast p ic t~~l -cphonc  capabilin; and 
o u r  dcslitop \ . idcoconferenc i~~s  efforts arc foci~sed in 
this direction. 

Sequoia 2000 Networking .- , 
I h c  last topic o f  this section o n  tlic Sccluoia 2 0 0 0  
arcliitccturc is thc nen\,orking agenda. Regarding 
F ig l~rc  1 ,  it is possible for the i ~ n p J c ~ n c n r ; ~ t i o ~ ~  o f  cnch 
I,i!.cr t o  csist o n  a different m;lcliinc. Spcciticall!~, the 
applicntio~i can he I-emotc kom the I)l<hlS, \\.hich can . . 
be 1.c11lorc t i ,on i  the tilc s!,stcm, \\,Iiich c.ln bc rcmotc 
from the s t o ~ a g c  device. F,acli layer OF tlic Seq i~oia  
2 0 0 0  ;u-chircctu~-c ,lssurncs n local IJNIS socltct con-  
nection 01. n loc.11 arca net\\,ork ( I  .AN) o r  \VAN conncc- 
tion using tllc transmission co~l t ro l  prorocol/intcrnet 
protocol (1'(:1'/IP). Actual c o ~ l ~ ~ c c t i o n s  among 
Scc1uoi.l 2 0 0 0  sitcs use either the Internet o r  ;I dedi- 
catcci T3 nct\\.ork, \\.hich tlic U~i i \ , c r s in  of<;.ilihlnia 
pro\'icics ns p,lrt o f  its c o n t r i b ~ ~ t i o n  t o  the project. 

T h e  ncr\\,orking team judgcil 1)igit;il's Alpha 
processors t o  IJC tist  c n o ~ ~ g h  t o  r o ~ ~ t c  'I'3 pacl<ets. 
Hcncc,  the project uses convcntiollnl \\.orkstarions 3s 
roiitcrs; custom ~ n i ~ c h i n c s  .Ire 11ot I-ccluircd. Fur- 
t l ic~.mo~.c,  rllc Scc l~~oia  2 0 0 0  nct\\.o~.lc 11.1s installed 
a unique gi~al-nntcccl dcli\.cr! scr\.icc through \\.Iiicli 
a n  applic;ltion cnn ~na l te  a conrl-act \\-it11 the net\\,orli 
rli,~t \ \ , i l l  pilnrnllrcc n specific ba~ld\\, idtll  nnci Iatcnc!, if 
the clicnt sends information 31 3 rntc that  ciocs no t  
cscccd the r,ltc specified in the  contract.  '1-licsc algo- 
I-itlinls, \\~Iiicll arc bnscd on  the \\.orli o f  l-'crr;lri, require 
a s c r i ~ p  pliasc fc)r a connection that  ~l1loc:itcs band-  
\\-idth on all tlic Ii11cs and in all the s\\.irchcs.'" 

Lastly, the ncr\\,ork rcsearchcrs ;lrc c o n c c r ~ i c d  that  
the lligit.11 U S I S  (fonnerl!. 1)EC: OSF/l  ) operating 
s!.stc~l~ copics c \ . c ~ . \ ~  b \ ~ c  four times in bcr\\.ccn retric\.- 
ing it ti-om rhc disk and sending it o u t  o \ . c~ .  a nen\.ork 
connection. ?'he cfficic~lt integration o f  nct\\.orking 
ser\,iccs illto rhc opcr '~t ing s!,srcm is tlic topic o f  
J c o n ~ p ~ l i i o n  l>;lI>cr by Pasql~alc  c t  nl. in this issue." 



S e q u o i a  2000 as a n  End-to-End Problem 

T h e  major lesson \\.c ]la\ e lear11c~i fi-oni tlic Sct1~1oi.l 
2 0 0 0  project is that many issues klcing o u r  clicnts cnn- 
not  bc isolated t o  n s i ~ ~ g l c  In!'cr o f  the Scc l~~oin  2000  
;ircliitccturc. This section describes tlircc sucli cnd-to-  
end p~.oblcms:  gun~.a~i tccd dcli\,cr!~, abstr,lcrs, anti 
compression. 

Guaranteed Delivery 
Clc.1rl!', gua~.antccd cicli\,c~-!, Innst bc a11 end-to-end 
co~ltract.  Suppost. a Scquoin 2 0 0 0  clicnt \\.islics t o  1 % ~ -  
n l i ~ c  ;I specific computation; for csamplc, the client 
\\,ants t o  obscr\.c Hurricane Andre\\. JS it moves froni 
the Rall,l~llas t o  Florida t o  Louisiana. Spccif c~ll!., tlic 
client \\,islics t o  \.isualizc appropriate s.lrcllitc imagery a t  
a 1.csolutio11 of  5 0 0  X 5 0 0  in %bit c o l o ~  at 10 fi-nmcs 
per second. Hcncc,  the  client T C C ~ L I ~ ~ C S  2 .5  tVR/s of 
l>a~ld\\,idtli t o  his scrccn. T h e  follo\\,ing sccll,l~.io might 
bc the co~i lpu t ;~ t ion  steps that take plncc. 

Tllc I)lli\/lS nlllst 1.~111 a query t o  fetch the s:ltcllitc 
imagery. Tlic clucry might  recluire returning a 16-bit 
data \ , n l ~ ~ c  till. c3ch pisel that \ \ , i l l  ultiniatcl!, appear o n  
t h r  scrccn. Tlic I)BMS must  tlicrctbrc agrcc t o  csc-  
cute the q~~cl.!, ill such n \\.a!, that it gu.1ralitccs o ~ ~ r p i l t  
, ~ t  a rntc o f  5 .0  ILIR/s. 

Tilt storage s!,steni a t  the scl.\,cr \ \ , i l l  fetch s o w e  
nulnbcr o f  1 / 0  blocks fi-om sccondar! and/or tcl-tiary 
Inemor!,. 1)13ILIS q i ~ c r !  opt i~nizcrs  cnli .~cc~~~.atcl!.  g ~ ~ c s s  
ho\\- Inan!, bloclcs the\. need to read t o  sar is5 the 
clucr!: ' fhc  l)lihllS c.111 then easil!' gcncl.fitc n g u , ~ r a n -  
tccd dcli\.cry contr.~ct that  the  storage manngcr must  
satis%', t h ~ ~ s  ~ l l o \ \ ~ i n g  the DBR4S t o  saris%, its contract.  

T h e  ncnvork must  agree to dcli\*cl- 5 .0  ~Ml$/s over 
the 11ct\\ 01.k l i~ll< t l ~ a t  COII I ICC~S tlic clicnt t o  tlic ~ c r \ ~ c r .  
T h e  Scquoin 2 0 0 0  ncnvork soft\val-c cspccts csactly 
tllis t!yc o f  cont~.act ~ ~ q ~ ~ c s t .  

Tlic \-isualizntion package must  agrcc t o  translntc 
thc 16-hit dnt.1 clcmcnt into nn 8-b i t  color anti rcndcr 
the result o n t o  the screen at  2 . 5  MK/s. 

111 short ,  g i ~ a ~ x n r c c d  deli\,cr!, is n collection o f c o ~ i -  
[I-acts that must be adhered t o  by the l)RMS, the 
stor.lgc s!.srcm, the net\\,ork, anci t l ~ c  \-isunliz.ltion 
pckugc .  O n e  approac l~  t o  a r c h i t c c t i ~ i ~  tllcse coIltracts 
\\,as ~x~cscntcci a t  the 1993 Vcr!, 1.nrgc 1)atubascs 
<:onfcrcncc." 

Abstracts 
(.>nc aspect o f  the Sequoia 2 0 0 0  \*isu.llizntiol~ process 
is tlic ncccssin. o f  abstracts. <:onsidcr tllc Hurricnne 
A ~ l d r c \ \ ,  csamplc. T h e  client ~ n i g h r  initiall!~ \\ ,ant t o  
bro\vsc tlic Iiurricanc a t  1 0 0  X 1 0 0  rcsolution. Thcn ,  
011 fintiing s o m c t h i ~ l g  of  interest, rhc client \ \ o ~ ~ l c l  
probnhl!. like t o  z o o m  in and increase the  r c s o l ~ ~ t i o n ,  
usuall!' t o  rhc ninsimum a\,nilable in the original darn. 
'I'his abi l iy  t o  d!'nnmicnlly change the amoulir o f  rcso- 
lutio11 in an j~nngc is supported by nbsrracrs. 

S o t e  thnt pro\.it i i l~g ;~hsrtxcts is 11 n i i ~ c b  11iore po\\.- 
e r t i ~ l  construct t h ~ n  mcrcl!. pro\.iding for rcsolution 
; ldjust~nent .  Spcciticnll!~, obmining more  detail may 
entail moving from o n e  rcprcscntation t o  another. For  
example, o n e  could I~a \ . c  nn icon for a document ,  
z o o m  in t o  sec rhc ahstrncr, and then zoom in f i ~ r t l i c ~ -  
t o  see the entire documcnt .  Hcncc,  zooming  can 
change from iconic t o  tcst i~nl  representation. "l'his i ~ s c  
o f  abstracts \\,as popularized in the IIRIMS c o m m ~ ~ n i t y  
by an early 1)1$h1S visualization system called the 
Spatial Data M n n a g c n i c ~ ~ t  Systc~n (SI)IMS)." 

Sequoia 2 0 0 0  clients \\,is11 to have abstracts; lie\\,- 

e\.er, it is clc.~r that the!, can be rnunagcd b!, the \.isual- 
ization tool, the I)RI\1S, the ncn\.orli, o r  the file 
s!rrteni. I n  the tb~-n lc~-  c,lsc, ahstr.ncts arc defined for 
boxes-and-~rro\ \ ,s  nct\\.orks." In  tlic l)BI\IS, ;tbstr;lcts 
\\.auld be defined indi\.jdunl dntn elements o r  for 
data  classes. I f  tlic ncn\.ork manages abstracts, it \\ , i l l  
~ I S C  them t o  a u  tomaticall! lo\\,cr r c s o l u t i o ~ ~  t o  climi- 
nate congestion.  much I -csc~rch  o n  tlic oprimizntion 
of net\\lorl< nbs t~ .~crs  (cnllccl I1icrarcliic;ll encoding o f  
data in that  c o m m ~ ~ n i n )  is n\*nilnblc. In the  file system, 
abstracts \ \ a o ~ ~ l d  bc dcfincd k)s files. Sequoia 2 0 0 0  
researchers arc pursuing 1111 four possibilities, and it is 
cspected th;it this notion \ \ , i l l  [ ~ c  one  o f  the p o \ \ , c r f ~ ~ l  
constructs t o  bc used b y  Sccluoia 2 0 0 0  soft\\.arc, 
perhaps in m ~ ~ l r i p l c  \\.:l!,s. 

Compression 
Tlie Sequoia 2 0 0 0  clicnts ;ire adamant  o n  the  issue o f  
compression-the\, n1.c open t o  ,In!' co~iip~.rss ion 
schenic as long  as it is losslcss. As scientists, they 
bclie\,e tliat ultirn.1tc rcsolution ma!, be rccluircd t o  
~ ~ n d c r s t a n d  f ~ t u r c  plicnomcna. Since it  is n o t  possible 
t o  predict \\,hat thcsc phc~lorncna might  be o r  \\,llcrc 
they might  occur, the Sequoia 2 0 0 0  scientists \\!ant 
access t o  all data at  fi~ll r c s o l u t i o ~ ~ .  

Sonic Sequoia 2 0 0 0  data cannot  be comprcsscd 
cconomicall!~ and s h o ~ ~ l d  be stored in ~ ~ n c o ~ i i p r c s s c d  
form. T h e  inclusion o f  nbsrracts offcrs a mcclinnisni t o  
lo\\'cr the b u ~ ~ d \ \ ~ i t i t l ~  1.cc1~1ircd bcn\.ce11 the storngc 
device and the \-isualizntion program. No saving o f  
tcrtial-! nicnlol.!, t l i r o i ~ g l ~  conlprcssion is a\.ailablc fix 
sucli data. 

O t h e r  data o u g h t  t o  [)c stored in comprcsscd form. 
Tlie question o f  \vlicn co~nprcssion and decompl-cs- 
sion s l l o ~ ~ l d  ~ C S L I I .  call I x  Iia~~dlcci  sing a just-in- 
tinie decompression strategy. For  example, if the  
storagc m,ln;lgcr co~iiprcsscs data as they arc \ \ ) r i t tc~l  
and then deconipresscs them o n  n read operation, the 
ncn\.orl< ninnngcl. ma!, t l i c ~ ~  rcco111p1.c~~ tlic tiatn fi)r 
transmission o\,c~- a \.VAN t o  .I remote site \\,llcrc they 
\\.ill  be dccomprcsscd n scco~id  time. Ob\,iously, d.lt;~ 
should bc mo\,cd in compl-csscd form and dccom- 
pressed onl!, \\.lie11 ncccssnr!.. I n  gc~ler<ll,  decomprcs- 
sion \ \ - i l l  occur in the \.isualizntion s!*stcm o n  the client 
~nachinc .  If scnrcli criteria nrc pcrt 'or~ned on  the ci,~r;l, 
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then tlic 1113MS may lia\rc to decompress the data to 
perform the search. If an application resides on the 
same machine as the storage manager, the file system 
must be in charge of decompressing the d a n .  All soft- 
\\,are moci~~les in the Seq~loi.1 2000 arcl1itc.ct~11.c niusr 
coopcrntc to perform just-in-time decompression and 
as-eal-ly-as-possible coruprcssion. Like guaranteed 
dcli\~ery, co~nprcssion is n taslc tliat ~vquircs all soft\\:arc 
modules to cooperate, 

Specific Lessons Learned 

In addition to tlie end-to-c~ld issues, \\.e learncd otlicr 
Icssons from the first tllrcc !,cars of the Sequoia 2000 
experience, as discussed in tliis section. 

Lesson 1: Infrastructure is necessary, time-consuming, 
and very expensive. 
\Ve learned earl!, in the project tliat electronic ni,lil arid 
tra\,el bct\\.cen sites \\.auld not result in the dcsircd 
degree o f  cooperation from gcog~iphically dispersed 
rescarcl~rrs tioni differc~it tiisciplincs. Co~iscq~~cntl!~,  
\ve lnadc a signiticant in\fcstment in infinstruct~ire. 
This included nieetings k)r a11 rhe Sequoia 2000 par- 
ticipants, \\,hich are ~ io \ \ .  liclil t\\,icc a \(ear, 2nd \,irico- 
confcrcncing equipnicnt at cach site. Through tliis 
video link, project mcm11c1-s interact by holding 
a \\rccltl!~ distr ib~~ted sc~ninar, seniimontl~ly operations 
comlnittcc meetings, occasional steering committee 
meetings, and meetings bcn\.ccn rese;uclicrs \\.it11 
comlnon intcrcsts. The video i l~~a l in ,  of the project's 
current \ridcoconferencing ecluip~nent is not high, mid 
to achic\sc success \\.hen participants arc loc.~tcd far 
apart, spcci;illy trained individuals must opcrntc tlie 
equipment. Nevertheless, the equiplnent has pro\,en 
to be vnl~~nblc in generating cohesion in the dispcrscd 
project. We ha\,c installed dcsl<top videoconfcrcncing 
s!.stcms on  30 Seq~roia 2000 \\.orlcstations ;und cspcct 
to ~.eplacc o ~ ~ r  current co~ifercnce room cquip~iic~lr  
\\it11 next-guieration desktop rcchnolog!: 

I n  addition, we conducted a le;lrning experiment in 
\\.liicli a course taught by onc ot'tlic Secluoin 2000 fit- 
ulty me~iibcrs at the Santn Rarbarn campus \\,as broad- 
cast over our \~ideoconfcrcnci~ig ecl~~ipmcnt to  four 
othcr sitcs. Stl~dents c o ~ ~ l d  tnlic the course for crcdit nt 
their respective campuses. O f  course, the o\u-lic.id of 
setting up stlch a CoLlrsc \\!AS s~~bs t i~~ l t i a l .  A ne\\, course 
had to be added at each caliipus, and e\,ery stcp ill the 
appro\.al process required bticfi~~gs on the hc t  that tlic 
instructor \\.as ti-on1 a diffcrcnt campus and on thc \\.fly 
cver!,tliing \\,.IS going to \\.ark. This esperilncnt \\,as 
popi~lar, and students lia\.c ~.cqucsted add i t io~~ ;~ l  
courses taught in this malulcr. 

On the o t l i c ~  hand, \\,c also tricd to  run a complltcr 
science c o l l o q ~ ~ j u ~ ~ i  using tliis technology. We bl-oad- 
cast from \rario~~s sitcs to six computer scic~icc dcpn1.t- 
ments around the U.S. 1niti;il s t u d e ~ ~ t  interest \\.as high 

beca~~sc  of the lineup ofeminent speakers. Such speak- 
ers c o ~ ~ l d  be recr~~i tcd  easily, because they only Iiad to 
locate tlic nearest compatible equipment and then get 
to that site. N o  air tra\.cl \\.as required. The experiment 
failed, I~o\\,c\.er, because attendance decreased t l l ro~~gh-  
out the semester and cndcd at an esuenicly lo\\ Ic\.el. 

The basic problc~ii \\.as tliat, typicall!', spealtcrs \\,ere 
not sltillcd in  sing thc medium-they w o ~ ~ l d  put too 
~ n u c h  i~ifornlation on slidcs and then flip tlioi~gli the 
slides bcti~re remote sitcs could get a complctc trans- 
mission. Also, the question-rind-a~ls\\.cr period co~rld 
no t  be \.cr!. interacti\.c because of thc many sites 
in\.ol\ui. The esperi~iicnt ended a f tcr one scmcster 
and \\rill not be repeated. 

Lesson 2: There was often a mismatch between the 
expectations of the earth scientists and those of the 
computer scientists. 
The c o n i p ~ ~ t e r  scientists o n  the Sequoia 2000 team 
\\.a~ltcd access to lU~o\\~ledgcable application specialists 
\\iho could describe thcir problems i l l  terms ~111dc.r- 
st;i~idiil.,lc to the computcr scientist. The computer 
scicntists then \\.vnted to think through elegant solu- 
tions, \.crifi* \\.it11 the earth scicntists that the solutions 
\\,crc ;ipp~'opriatc, and then prototype the results. The 
earth scicntists \\.anted final COTS solutions to thcir 
prohlcms; they \\,ere ~~nsympathetic about poor docu- 
mentation, bugs, and cr as .I ics. 

With co~isiderable e fb r t ,  the especrations arc con- 
\.crging. Tlic ultimate solution is to Ino\,c to COTS 
sofn\.arc modules as the!, bccome available for por- 
tions of the s!'steun and augment the modulcs \vith 
i n - h o ~ ~ s c  prototype code. 

Wc h;l\lc found that tlic bcst way to  nlakc fi)r\\rard 
progress was to ensure that cach earth science group 
using SCCILIO~J. 2000 protonfpc code had one or more 
sophisticutcd staff programmers n.110 could deal 
succcssf~~l ly \\.it11 the cluirks of  protonpe code. With 
cornputel. science espcrtisc s ~ ~ r ~ . o u n d i n g  the ca~.tIi sci- 
entists, tlic problems in tliis area became much more 
managchlc. We also disco\~crcd that \-\re could distrib- 
ute s ~ ~ c l i  cspcrcise. I n  fact, support p r o g m ~ ~ l ~ i i c ~ - s  for 
Sccl~~oia 2000 clients arc oficn not at the saliic physical 
location ns the clicnt. 

Lesson 3: Interdisciplinary research is fundamentally 
difficult. 
Onc Icngthy disc~~ssion o n  the construcrion of a 
Sequoia 2000 benchmark c\,entually Icd to the discus- 
sion presented in the 1993 A(:M SIGMOl3 co~ifcrcncc 
p ~ p u  c~ltitlcd "Thc S C ~ L I O ~ ; ~  2000 Re~lch~nnrk," 
\\.Iiich \\.c referred to  previously.- The computer sci- 
encc rcsc.irchcrs \\*ere arguing strongly for a rcprcscn- 
tativc abstract exa~nplc o f  cnrth science data access, 
i.c., tlic "spccmark of  eilrtli science." O n  tlic other 
Iianti, the earth scicntists \\.ere equally adamant that 
the benchmark convey the exact data accesses. 



Finally, tlie computer scientists and tlic earth scicn- 
tists rcali~cd th'it the \\,ord "benchmark" has a ciifferent 
meaning for each of the tn.0 groups of rcscarchers. To 
cart11 scientists, a benchmark is a scenario, \\.lmcrcas to 
colnputcr scic~itists, a benchmark is an ~bsrr .~ct  cxam- 
ple. This vignette \\*as typical of the experience these 
n\!o discipli~ics haci trying to undcrst~nd one another. 
Fundarncntally, this process is time-consuming, and 
ample interaction time should be planned fix- any proj- 
ect th;it ~ i i ~ ~ s t  deal \\!it11 multiple disciplines. 

The Sequoia 2000 project participants made effcc- 
tivc use of "con\,crters." A converter is n person ofone 
discipline \\'lie is planted directly in the research group 
of anothcr discipline. Through informal conimunica- 
rion, this puson scn8es asan intw'pcter and tm~islator 
for the o t l~c r  discipline. Converters arc encouraged by 
the csistcncc of a fornmal cschange program, \\~licrcb\r 
ccnt r~l  Sccluoi'~ 2000 resources pa!, t l ~ c  li\,ing expenses 
of the cscliange personnel. 

Lesson 4: Database technology is a major advance for 
earth scientists. 
Our initial plan was to introduce database tcclinology 
into the project with the espcctation that the earth sci- 
entists \\'auld pick it up and use it. Unfortunately, they 
arc accusto~ncd to data bei~mg in files and f o ~ ~ ~ l d  it \'cr!, 
diffici~lt to ~nakc  the transition to a databasc \,ic\\,. The 
carrli scicntists are beco~nillg incrcasingl!. a\\.arc o f  
the i~illcrc~it adv,i~itages of DBMS technology. 

In dd i t ion ,  \Ire appointed tlie eal-tli scientist \\,ith 
the most computer science luio\\,lcdgc as leader of the 
databasc dcsign effort. This person chaircd a conmmit- 
tcc of mainly computer scientists \\,lie \\,ere chargeci 
\vith producing a schcma. 

This tcchnicl~~e C3ilcd for sc\leral reasons. First, the 
computcr scicntists disagreed about wlictlicr \4!e \\!ere 
designing an interchange format, by \vhicIm sitcs could 
reliably cscliange data sets (i.c., an on-the-\vire rcpre- 
scntatio~l), or a schema for stored d a t ~  at a site. Most 
earth science standards, such as the Hierarchical 1)ata 
Format (H13F) and the ~ien\.ork C o ~ n r n o l ~  Data Form 
(nct<:l>F), arc of the first form, and there \\.as substan- 
tial cntlii~sinsrii for sirnpl!, choosing one of tlicsc h r -  
mats.:"" O n  the otlicr hand, sorne computer scientists 
a r g ~ ~ c d  that an on-the-\\lire representation mixes the 
data (e.g. ,  a satellite image) and the nietadata that 
dcscribc it (e.g., the fi-equenc!~ of tlie sensor, the date 
of tlme dam collection, and the name of the satellite) 
into a single, highly encoded bit string. A better design 
\\lould separate the nvo Icinds of data and construct 
A good stored schema for it. 

A second problem \\,as that numcro~ls Icgac!, 
formats arc currently in use, and some earth scicntists 
did not \\,ant to change tlie formats tlie!) \i7cre using. 
Tlmis led to Inany arguments a b o ~ ~ t  the merits of one 
legit!. format olrer another, \\,hicti in turn caused the 

opposing sides to conclude that both formats under 
discussion s l i o ~ ~ l d  be supporteel in addition to a ncu- 
tral representation. 

A third problem \vns that earth science data are fun- 
da~~icnt'~ll!, c l~~ i t c  co~iiplcx. For csample, earth scien- 
tists store geographic points, \\~liicli are 3-D positio~is 
on the earth's si~rfacc. Tlicrc are approsirnately 20  
popi~lar projections of  3-1) space onto 2-D space, 
including (latitude, longitude), ~Mrrcator projection, 
and Larnbert Equal A~imi~t l ia l  projection. With c\lcry 
instance of a geographic point, it is necessary to associ- 
ate the projection s)Istcrn that is being used. Another 
data problem is related to units. Sonie geographic data 
are represented as integers, \vith ~niles as the f i~nda-  
mental unit; otlicr data arc represented as floating- 
point numbers, \\,it11 rncters as tlie underl!$ing  nit. 
In addition, satellite imagery must be massaged in 
a \,arienr of \\.'iys to "cook" it from rat\' data into 
a usable form. Cooking inc l~~dcs  converting imagery 
fi-om a one-dimensional stream of data recorded in 
satellite flight order into a 2-13 representation. )Man!, 
details of this cooking process must be recorded for all 
imagery. This dran~atically expands tlme ~netadata 
about imagery as \\?ell as hrces the earth scientist to 
\\,rite do\\.n all the extl-3 data elements. 

Schema design turned o i ~ t  to be labor io~~s  and \,cry 
difficult. The earth scicntists did not have a good 
understanding of databasc design and thus \irere not 
prepared to take on tlic extreme complexin, of the 
task. As a result, \\re lin\*c rcconsrructed our databasc 
design effort. No\\,, t\\,o colnputer scientists are 
responsible for producing a schema. They interact 
\\rith the earth scicntists \\,lien such action helps to 
acco~iiplish the task. 

Lesson 5: Project management is a substantial problem. 
Sequoia 2000 is a large project. About 110 people 
attended tlie last general meeting. The attendees 
included approsimatcly 30 computer scientists, 40  
earth scientists, and 4 0  visitors fi-om industry. Multiple 
efforts 01.1 multiple ~ ' ~ I ~ I ~ L I S C S  I ~ L I S ~  " p l ~ g  and pla!,." 
Synchronizing distributed development is an estrcmc 
challenge. Furthcrmol-c, the skill of project managc- 
ment is not fostcrcd in a ~~ni\.crsit!~ environment, nor 
is it re\varded in a ~ ~ ~ ~ i \ . e r s i t y  ticulty evaluation. 

Thc principal in\.cstigators \rie\\,cd tlie rime spent 
on  project management as time that could be better 
invested in research activities. An ob\rious solution 
ivould be for the Sequoia 2000 project to hire a pro- 
fessional project manager. Unfortunately, it is impos- 
sible to pay a no~m~lculgr person the market rates 
normally recei\~cd by such sliilled persons. One strat- 
egy we attempted to  use was to solicit a visitor with 
tlie desired sl<ill nmis 6-om onc of our industrial spon- 
sors. Our  efforts in this direction fiailed, and \\,e \\ere 
never ablc to recruit projcct management expertise for 
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the Sccluoia 2 0 0 0  effort. As n result, projcct mallage- 
ment  \\)as performed poo~.l!r at l3cst. In  an!, f ~ t u r e  large 
project, this component  should be addrcsscd satisbc- 
toril!' up  6-ont by projcct pcrsonncl. 

Lesson 6: Multicampus projects are extremely difficult 
to implement. 
Sequoia 2 0 0 0  \\,ark is talting place in seven tliffcrcnt 
organizations \\<thin the Uni\,cl-sin1 o f  Cnlihrnia cdu-  
cational systcln. There  is ;I constant nccd t o  transfer 
money and people a m o n g  tlicsc organizations. Accom- 
plislii~ig sucli rno\.es is a ciifticult and d o \ \  process, 
ho \ \~c \~cr ,  bcc;iuse o f  the burcaucrac!. \vithin the s!.s- 
tcm. In addition, tlie personnel rules of the Uni\.crsity 
are oftcn in conflict \\lit11 the nccds o f  the Scquoin 
2 0 0 0  projcct. AS a result, ~ i i ~ ~ l t i - i n s t i t ~ ~ t i o ~ i  projects, 
\vlicrc pir t ic ipa~lts  arc in diffcrc~l t  and oftcn d i s ta~ j t  
locations, are estrcniely difticult t o  carp.  ou t .  

S t a t u s  and Future  Plans 

T h e  Sccluoi,~ 2 0 0 0  project is more than tI11.c~ !lc;irs old 
and has ~ic;lrl!l accomplished its objecti\.cs. Wc 1ia1.c 
a cornlnon schema in place for '111 Sanra Bilrbarn and 
UC1.A t l a n ,  and all participants 1ix.e agreed t o  use the 
sclierna. This sche~nn  sc~.\,cs as Ic\,e~.age for  the stan- 
dards cffol-rs under  \\.a! in thc spatial arena.'" T h e  
infrastri~crurc is in place t o  enable this schcmn t o  
e\~olvc as ~ i i o r c  data typcs, usel--dcf ncd furictions, 2nd 
operators arc included in tlic f ~ ~ t u r c .  

T h e  c o m b i ~ ~ a t i o n  o f  Object- l(no\vlecigc, Illustr.i, 
Epocli, and AMASS is p ro l ing  ~ . o b ~ i s t  and mccts OLII .  
clients' ncccls. Lastly, \\!c have ~ imyle  rcsou~.ccs t o  
move o u r  prototype into production llse a t  UC:LA and 
Santa Barbara during the n c s t  several months. 

Wc arc also c s t e ~ x i i ~ i g  tlic scope o f  tlic prototype in 
n1.o differc~i t  directions. First, \vc \\.ill recruit addi- 
tional earth scientists to ~ ~ t i l i z e  o u r  s!,stem. This  \ \ . i l l  
req~li1.c c s t c n d i ~ i g  o u r  comllioll scl~enia t o  mcct tlicir 
needs and then installing o u r  ~ i t e  o f  sofnvarc ;it their 
site. Wc cspcct  t o  recruit t\vo t o  tllrec nc\v groups 
during the ncst  !fear. 

S e c o ~ i d ,  .I compnnio~l  projcct, tlic k;Icctronic 
Repository, has as o n e  o f  its objectives t o  use tlic 
Sequoia 2 0 0 0  technolog! t o  suppor t  an environmen- 
tnl digirnl lihrar!~ o f  aerial pliotography, pol!rgo~lnl 
data, and t c r t  for the  Resources Agenc? o f  the Stntc o f  
California." This  electl-onic library project is cs tcnd-  
ing the rcnch o f  Sequoia 2000 tcc l~nology  ti-om cnrth 
scic~itists to\\,ard a broxlcr  c o ~ n ~ i i u n i p ' .  

O u r  rcscarch acti\.ities arc also \.cry acti\-e. As noted 
earlier, \\.c arc c o n t i ~ i ~ ~ i n g  oilr \ . is~~al iz '~t io~i  acti\.itics 
and anticip,ltc an impro\reci Tioga ~ ! ~ s t c ~ i i .  'f'lic 
Sequoia 2 0 0 0  clients have madc it clear that  they \\<ant 
seamless access t o  distributed data, and \\*c Ii;i\.c 
e\-ol\rcd I'OSTGRES t o  a \\,icic-nrc,i distributed ~)IIIMS 

that  m;ikcs decisions bnscd o n  311 c c o ~ ~ o r n i c  pnrndigm. 
7 7 I Iiis s!lstcni is called ~\/Iaril?osn.~' In  o u r  <:O'lS system, 
a bad impcdancc mianatch csists bet\\rccn the I)liMS 
and tlic tertiary memory  tile s!.stems. UJe ha1.c tliere- 
fol-c shiftcci o u r  1.csc~rcl1 f o c ~ ~ s  t o  c o n s r r ~ ~ c t i ~ ~ g  all 
intclligcnt mass storage interface that  propcrl!, sup- 
ports ;I 1)RMS. 

Fi~inll!: the S e q ~ ~ o i , i  2000 nct\\iorlc currently SLIP- 
1x)rts service guarantees, bu t  thcre is n o  economic 
tiiimc\\,ork in \\.hich t o  plncc multiple Ic\.els ofser\.ice. 
As 2 result, o u r  nenvorlti~ig rcscarcli is focused o n  con-  
s t ~ . ~ ~ c r i o ~ i  o f  this n fpc  o f  fr;imc\\-ork. 

\Vc nnticipate a robust  production cn\.ironmcnt for 
earth scjcncc researchers by the  end o f  1995 .  In addi- 
tion, \\lc expect t o  co~l r inuc  t o  inipro\~c tlic Set1~10in 
2 0 0 0  cn\r i ron~nent  \\,it11 f i ~ t u r c  research results in the  
above arcas. 
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R. Larson  

The Sequoia 2000 
Electronic Repository 

A major effort in the Sequoia 2000 project was to 
build a very large database of earth science infor- 
mation. Without providing the means for scien- 
t i s ts  to  efficiently and effectively locate required 
information and to browse i t s  contents, how- 
ever, this vast database would rapidly become 
unmanageable and eventually unusable. The 
Sequoia 2000 Electronic Repository addresses 
these problems through indexing and retrieval 
software that is incorporated into the POSTGRES 
database management system. The Electronic 
Repository effort involved the design of proba- 
bilistic indexing and retrieval for text documents 
in POSTGRES, and the development of algo- 

rithms for automatic georeferencing of text 
documents and segmentation of full texts 
into topically coherent segments for improved 
retrieval. Various graphical interfaces support 
these retrieval features. 

Chris t ian P l a u n t  
Allisoll G .  W o o d r u f f  
M a r t i  A. H e a r s t  

Global change ~.escal-chel.s, \\,lie s t ~ ~ d ! ~  phenomcn.1 that 
i ~ ~ c l u d c  the Greenhouse Effect, ozone  cicpluio~i ,  
global climate modcling, and ocean dyna~nics ,  l l ~ \ ~  
found serious problems in attempting t o  use currcnt 
information systems t o  manage and manipularc the 
di\.crsc intbrmation sources cri~cial to their rcscarch? 
Tlicsc information so~rrccs include remote sensing data 
and i~iingcs from satcllitcs and aircl-afi, iintabascs o f  
mcasurcn1cnts (c .g . ,  tcmpclxturc, \\nilid speed, salinity, 
and sno\\,  dep th)  fro111 specific geographic locntio~is, 
complex \,cctor informatio~i si~cli as topographic maps, 
a11d largc amounts  of  test  from 3 \,alien, of  sources. 
Thcsc textual documents  r.11igc from cn\.ironmcntal 
impact reports o n  \.arioi~s regions t o  journal articles 
and technical reports documenting research results. 

T h c  Sequoia 2000 projcct b r o ~ ~ g h t  togcther  c o m -  
P L I ~ U  and i n f o r m a t i o ~ ~  scientists from the  University 
o f  (:alifornia ( U C ) ,  L3gi tnl Equipment  (:o~-porntion, 
and the Snn Diego Super-coniputer (:cnrcr (SDSC), 
and g l o b ~ ~ l  changc rcscar-c1ic1.s froni U(: C ~ I I ~ ~ L I S C S  t o  
dc\*clop 1>ractical solutions t o  some o f  these p~.oblerns.~ 
O n e  goal o f  this collaboration \vas the de\.clopmcnr of  
a I n r ~ c - s c ~ l c  (i.e., multitcrlibytc) storage system that 
\\,ouIci bc a\.nilable t o  the researchers o\.cr high-spccd 
nct\\.orIi links. I n  addition t o  storing massive amounts  
o f  d ~ t a  i l l  tliis ~ ! ~ s t c ~ n ,  global change rcscarchcrs 
nccclcd t o  be ~ b l e  t o  slinr-c its colitents, t o  s c ~ r c h  for 
specific Ikl~o\\,n items in  it, 2nd t o  l-ctl-ic\.c rclc\,a~lt 
~ ~ n k ~ i o \ \ . ~ i  itclns hascd o n  val . io~~s criteria. Tliis sharing, 
scarcl~ing,  a n d  rctric\~ing Ilnd t o  be d o n e  cfticicntl!' 
and cffccti\,ely, e \ x n  \\~licn rllc scdle o f  the d,~tnbasc 
rcnchcd tlic multiterahytc range. 

T h e  g o l l  o f  the Electronic I<epositor!. portion o f  
the Scquoin 2000 project \\,as t o  design and c\.nluate 
nictllods t o  meet  thcsc needs for sharing, searching, 
alitl l.ctric\,ing databnsc objects (primarily test  doell- 
mcnts) .  Tllc Sequoia 2000 klectronic Ilcpository 
is the prccu1.sor o f  se\.cr-nl ongoing  projects a t  
the Uni\,crsit\, o f  C:aliforni,~, Rcrkelc!,, t l i ~ t  acldress 
rlic tic\-clop~licnt of diginl  l i  blnrics. 

For rc1x)sitory oljjccts t o  cffccri\,cl!, shnr-cd and 
rctric\lcd, they must be indcscd by content.  User inter- 
E~lccs must  aIlo\v rescarclicrs t o  bo th  search for items 
bascci o n  specific characteristics a n d  bro\\.sc the  rcpos- 
itor!, for- desired information. Tliis papcr s u ~ n ~ n a r i z e s  



ilie research conducted in these areas b y  the Sequoia 
2000 project participants. In particular, the paper 
describes the Lassc~i tcst indesing and retrieval metli- 
ods developed for the I'OSTGllES database systeni, 
the GIPSY systc~n for automatic indexing of tests 
using geographic coordinates based o n  locations men- 
tioned in the tcst, and the TextTiling method for 
improving access to fi~ll-test documents. 

lndexing a n d  Retrieval in t h e  Electronic Repository 

The primary c~iginc for information storage and 
retrieval in the Sccluoia 2000 Electronic Kepository 
is tlie POSTGIW,S next-generation database man- 
rlgement system (I)RIMS).' POSTGKES is the core of 
the DBMS-centric S c q ~ ~ o i a  2000 systerii design. All 
tlie data used in the project was stored in POSTGRES, 
including coniplcx ni~~ltidimensiond arrays of data, 
spatial objects such as raster and vector maps, satellite 
images, and sets of measurements, as \vcll as all the 
fi~ll-test documents available. The POSTGRES DBlLlS 
s ~ ~ p p o r t s  LISCI--dcfi~icd abstract data types, user-dcfincd 
f~~nctions,  a rules system, and man!! fca t~~res  of object- 
oriented DRMSs, including inhw-itancc and methods, 
through functions in both the query language, called 
l'OSTQUEL, and con\lentional prograniming lan- 
guages. The POSTQUEL query language provides all 
the features found in relational query languages like 
SQL and nlso supports the nonrelational f ea t~~rcs  of 
I'OSTGRES. These features give POSTGLIES the abil- 
in to support ad\,anccd i~iformntion rctrje\~al iilethods. 

iiVe used thcsc f ca t~~rcs  of POSTGRES to  develop 
prototype \,ersions of advanced indexing and retrieval 
techniques for the Elect ro~~ic  Repository. We chose 
this approach rather than adopting a separate retrieval 
systcrn for firll-test i~ldcsing and rctrie\~al for the tbl- 
lo\\~ing reasons: 

1. Test elements arc pervasi1.e in tlie database, ranging 
in size from short descriptions or  comments on 
other data items to tlie complete tcst of large docu- 
nicnts, such ns environmental impact reports. 

2 .  Test elcmcnts are ofie~i associated \\!ith other data 
items (e.g., maps, remote scnsi~ig nieas~~renicnts, 
and aerial photographs), and the system must sup- 
port complex queries invol\.ing multiple data types 
and fi~nctions o n  data. 

3.  many test-only systems lack support for concurrent 
access, crash rcco\lcr)l, data integrity, and security of  
the datab,isc, \\~liich are features of  the DBMS. 

4. Unlike man!. tcst rctrie\.al systems, DBMSs permit 
ad hoc querying o f  any e le~nent  of the database, 
\\.hether or  not ;I predefined index exists for that 
element. 

Moreo\,cr, tlicrc are a nu~nbcr  o f  interesting 
research issues i~i\.ol\.cd in the integration of methods 

of text retrieval derived fi-om information rctricval 
research with the access methods and facilities of 
a DBMS. Information retrieval has dcalt primarily 
\\lit11 imprecise queries and results that rccluire human 
interpretation to determine success or  hilure based o n  
sonie specificd notion of rele\.ancc. Database systems 
have dcalt \\.it11 precisc queries and exact matching of 
the query specification. Proposals exist to add proba- 
bilistic weights to tuples in relations and to extcnd 
the relational model and query language to deal \\!it11 
tlie characteristics of test databases." Our  approach to 
designing this prototype was to use the features of the 
POSTGRES I)BIMS to add information retrieval meth- 
ods to the existing functionality of the DBlMS. This 
section dcscribes the processes ~ ~ s c d  in the prototype 
version of thc 1,assen indexing and I-ctric\lal system and 
also discusses some of the ongoing development \ilork 
directed to\val.d generalizing the inclusion of advanced 
information rctrie\.al methods in the L>BIVS.~ 

Indexing 
The Lasscn indesing method operates as a daemon 
in\lolted \vhcnc\!cr a nc\v test item is appended to the 
database. Se\rcral POSTGRES datahasc relations (i.e., 
classes, in POSTGRES ter~ninolog\l) provide support 
for the indesing and retrieval processes. Figure 1 
slio\\ls thcsc classes and their logical linkages. These 
classes are intended to  be treated as system-le\lel 
classes, \vl~ich arc ~~sual ly  not seen by users. 

Thc \vn-indcs class contains tlic colnplete WordNct 
dictionary a~ici tlicsaurus.' It pro\'idcs the normalizing 
basis for terms ~ ~ s c d  in indesing test elements of thc 
database. That is, all terms extracted ti-o~i~ data elements 
in the database arc converted to the word form i~sed in 
this class. The I'OSTQUEL statement defining the 
class is 

create wn-index ( 
termid = int4, / *  unique term ID * /  
word = text, / *  the term or phrase * /  
pos = char, / *  WordNet part of speech 

information */ 
sense-cnt = int2, / *  number of senses of word * /  
ptruse-cnt = int2, / *  types and locations of * /  
offset-cnt = int2, / *  related terms in WordNet*/ 
ptmse = int2[l , / *  database are stored in * /  
offset = int4[1) / *  these arrays 

All other references to terms in tlic indesing process 
are actually rcfcrcnces to the uniclue term identifiers 
(termicl) assigned to words in this class. The wn-index 
dictionary contains indi\ridual \\lords and common 
phrases, al t l io~~gli  in tlie protot!lpe inipleriientation, 
only single \\,ords are used for indesing purposes. The 
other parts of the rccord include Worclh'et databasc 
information such as the part of speech (pos) and an 
array of  pointers to the different senses of the word. 

The Ikw-tcr~n-doc-re1 class provides a linkage 
benveen a particular test item in any class or  test 
large object (\vc \\!ill refer to either as documents) and 
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Figure 1 
Thc Lasscn POSTGKES C:lasst.s for Indexing .lnd ?'Iici~. Li~ikngcs 

WN-INDEX 

KW-TERM-DOC-REL 

a particul3r term from tlic \\,n-index cl.lss. T h e  
POSTQUEL definition or this  class is 

KW-DOC-INDEX 

create kv-term-doc-re1 ( 

termid = int4, / *  WordNet termid number * /  
synset = int4, / *  WordNet sense number * /  
docid = int4, / *  document ID * /  
termfreq = int4) / *  term frequency within 

the document * /  

- 

T h e  ra\ \  fi-equelic\, o f  occurrence o f  the tcrm 
in the document  ( lo- /n/ i -c~cj )  is included in [lie 
k\\~_ter~ii-doc_reI tuple. This  information is used in 
the retrie\l.ll process for calculating the probability o f  
relevance for each document  that contains tlic tcrm.  
T h e  k\\:-doc-index class stores information o n  indi- 
\?dual documents  in the d a t ~ b a s e .  This informntion 
includes a unique document  identifier ( d o o r / ) ,  tlie 
location o f  the document  ( the  class, d ie  attribute, and 
the tuple in \vliich it is contained) ,  and \\~hetlier it is 
a simple attribute o r  a large object (\\lith effectivel!~ 
unlimited size). T h e  k\v-doc-index class also main- 
tains additional statistical intbrniation, s~ lc l i  as tlie 
number o f  ~ ~ n i q u e  terms found in the document .  T h e  
POSTQUEL definition is as follo\\.s: 

ANY CLASS AND 
ATTRIBUTE KW-SOURCES 

create kv-doc-index ( 

docid = int4, / *  document ID * /  
reloid = oid, / *  oid of relation 

containing it * /  
attroid = oid, / *  attribute definition of 

attr containing it * /  
attrnum = int2, / *  attribute number of attr 

containing it * /  
tupleid = oid, / *  tuple oid of tuple 

containing it * /  
sourcetype = int4, / *  type of object - -  attribute 

or large object * /  
doc-len = int4, / *  document length in words * /  
doc-ulen = int4) / *  number of unique words in 

document * /  

+ 

T h e  I<\\,-sources class contains information ,tbout 
tlie classes and attributes indexed at  tlie class le\,el, as 
\\.ell as statistics such ns thc nulnber  o f  items indexed 
fi-om an!' gi\ren class. T h e  follonring POSTQUEL 
stntcmcnt clef nes this class: 

KW-INDEX-FLAGS 

create kw-sources ( 

relname = charl6, 

reloid = oid, 

attrname = charl6, 

attroid = oid, 

attrnum = int2, 

attrtype = int4, 

nu-indexed = int4, 

last-tid = oid, 
last-time = abstime, 
tot-terms = int4, 

tot-uterms = int4, 

includegat = text, 
excludegat = text) 

/ *  name of indexed 
relation * /  

/ *  oid of indexed 
relation * /  

/ *  name of indexed 
attribute * /  

/ *  object ID of indexed 
attribute * /  

/ *  number of indexed 
attribute * /  

/ *  attribute type - -  large 
object or otherwise * /  

/ *  number of items 
indexed * /  

/ *  oid and time for last * /  
/ *  tuple added * /  
/ *  total terms from all 

items * /  
/ *  total unique terms from 

all items * /  
/ *  simple patterns to * /  
/ *  match for indexable 
/ *  items * /  

t 
KW-QUERY 

- 

T h e  other  classes sho\\ln in Figure 1 relate t o  the 
indexing and retrieval processes. T h e  Lassen prototype 
uses tlie 1'OSTGRES rules s!,stem t o  perform such 
t ~ s l t s  as storing the  elements o f  the bibliographic 
records in Jn  appropriate normalized form and t o  trig- 
ger the illdesilig daemon.  

Defining an attribute in the  database as indexable 
for informati011 retrje\zal purposes (i.e., b!, appending 
a r~rplc t o  the li\\~-sourccs definition) creates a rule 
that appends the class name and attribute namc t o  tile 

KW-RETRIEVAL 
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lo\!-index-tlags class \vhenever a new tuple is appended 
to the class. Another rule then starts the indexing 
process for the newly appended data. Figure 2 shows 
this trigger process. 

The indexing process extracts each unique keyword 
from the indexed attributes of the database and stores 
it along with pointers to its source document and its 
frequency of occurrence in Itw-term-doc-rel. This 
process is shown in Figure 3. The indexing daemon 
and the rules system maintain other global frequency 
information. For example, the overall frequency of 
occurrence of terms in the database and the total num- 
ber of indexed items are maintained for retrieval pro- 
cessing. The indexing daemon attempts to perform 
any outstanding indexing tasks before it shuts down. I t  
also updates the k\v-doc-index tuple for a given index- 
able class and attribute with a time stamp for the last 
item indexed (last-rid and last-tinze). This permits 
ongoing incremental indexing \vithout having to 
reindes older tuples. 

Retrieval 
The prototype version of Lassen provides ranked 
retrieval of the documents indexed by the indesing 
daemon using a probabilistic retrieval algorithm. This 
algorithm estimates the probability of relevance for 
each document based on  statistical information on  
term usage in a user's natural language query and in 
the database. The algorithm used in the prototype is 
based 011 the staged logistic regression n ~ e t h o d . ~  

A POSTGRES user-defined hnction invokes ranked 
retrieval processing. That is, from a user's perspective, 
ranked retrieval is performed by a simple function 
call (lt\vsearch) in a POSTQUEL query language 

I POSTGRESAPPEND 

RULE-TRIGGERED KW-INDEX- 

RULESTARTS 
FUNCTION 
DAEMON-TRIGGER 

DO NOTHING 

I"" 
I START r(W hDEXD AS 

SEPARATEPROCESS I 
Figure 2 
The Lassen Indesing Trigger P r o c e s s  

statement. Information from the classes created and 
maintained by the indexing daemon are used to esti- 
mate the probability of relevance for each indexed doc- 
ument. (Note that the h~ll power of the POSTQUEL 
query language can also be used to perform conven- 
tional Boolean retrieval using the classes created by the 
indexing process and to combine the results of ranlted 
retrieval with other search criteria.) Figure 4 shows the 
process involved in the probabilistic ranlted retrieval 
from the repository database. 

The actual query to the Lassen ranked retrieval 
process consists simply of a natural language statement 
of the searcher's interests. The query goes through the 

RETRIEVE KW-SOURCES 

SOURCES AND EXTRACT SOURCE 

TUPLES IN INDEXED 

READ INDEXED 
ATTRIBUTE OR LARGE 
OBJECT AND EXTRACT 
WORDS AND FREQUENCY 

EXCLUSION 
USING WORDNET STOPWORDS 
MORPHING AND GET 

WN-INDEX TERMID 

APPEND NEW 
KW-TERM-DOC-REL 

KW-DOC- APPEND NEW 
INDEX KW-DOC-INDEX TUPLE 

KW- REPLACE KW-SOURCES 
SOURCES ENTRY WITH NEW TIME 

Figure 3 
The Lassen Indexing Daemon P r o c e s s  
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RETRIEVE USlNG 
KWSEARCH 
FUNCTION CALL 

EXCLUSION NORMALIZE WORD 
FORM USlNG WORDNET 
MORPHING AND GET 

WN-INDEX TERMID 

KW-TERM- RETRIEVE EACH 
DOC-REL KW-TERM-DOC-REL 

TUPLE USlNG TERMID 

RETRIEVE EACH 
KW-DOC-INDEX 
TUPLE USlNG DOClD 

OF RELEVANCE USlNG 
STAGED LOGISTIC 
REGRESSION FORMULA 

APPEND ENTRIES TO 
KW-RETRIEVAL AND 

QUERYID 

(I) RETRIEVAL 

Figure 4 . - 
I hc l.assern Rcrl-ie\.al Procc5. 

same processi~i'ig steps as documcnts in thc indczing 
proccss. 'l-lic indi\iidual \vords o f  the qLrcry 21-e 
extracted and located in the \vn-indcs dictionat-!: 
(after rerno\ling cornrnon \\rords or  "stop\\.ords"). The 
tcrmids for matching {vords fiom 1i.n-indcs arc then 
used to retrieve all the t ~ ~ p l e s  in k\\,-term-doc-re1 that 
contain the term. For each unicl~~c d o c u m c ~ ~ t  idcntificr 
in this list of tuples, tile rnatchi~ig k\\.-doc-incic\ tuple 
is rctric\,cd. With the fiequenc!. inhrlnation contained 
in lk\\,-tenn-doc-re1 and k\\,-doc_jndcs, rhc cstilnated 
probability of releirance is calculated for cach docu- 
I I I C I I ~  tllilt contains at least one term in common \\.ith 
the query. The formulae ilsed i l l  the calculation arc 
based on experi~iients with flll-tcst retric\lal.' The 
basic equation for the probabilistic model i~sed in 
Lassen states the following: The probability of the 
event that a document is relevant R. given that there 
is a set of i\~"clues" associated with that document, A, 
for i= 1 , 2 ,  ...,)\: is 

\vlierc for  any C \ Y I ~ ~ S  /:' and E': the odds O(El/:") is 
P(EIIi')/IY~l/i'), i.e., a simple transformation of the 
probabilities. Becaiisc there is not  enough information 
t o  compute tlic exact probability of rele\*ancc for any 
user and any document, an estimation is derived bascd 
on logistic rcg~.cssion o f 3  sct of clues ( L I S L I J I I \ '  rerlns or 
\\zords) contai~lcd in some sample of queries and the 
documcnts prc\,iol~sly judged to  be relevant to those 
queries. For a set of  .I/ tcrrns that occur in both a clucr! 
and a givc~i documcnt, the regression equation is of 
the form 

I1 

log O(RlA ,,..., A..,) = c,, + c, . / ( M )  z x m 1  + - - . 
.I/ 1 

+ C,  . / lM) 2 x,,,,r + cK-, M + c,.~M', (2) 
I 

\\,here there are I< retrieiral \,ariables XI, ,  used to 
characterize each term or clue, and the c, coefficients 
are constant for a given training set of queries and 
documents. The coefficients i~sed in the protonvpe 
\\.ere deri\,ed from analysis of  full-test documents 

54 1)igitnl 'rcchnicnl Journal \'ol. 7 No. 3 1995 



, ~ n d  queries ( \v i t l~  relevance judgmc~l t s )  from thc X,,,,3 is the logarithm o f  the quot ient  arrived a t  b!, 
'I'lPSTEK il~formarion retrieval test collcction.TThc dividing the number  o f  times the 111th term occurs in 
dcri\.ation o f  this formula is given in "Probabilistic the database (i.c., in a11 documents)  by tlic total n u m -  
llctrie\,al 13ascd o n  Stngcd Logistic R c g ~ c s s i o n . " ~  'The ber o f  terms in the collection; 
f ~ l l  retrie\.al c c l ~ ~ a t i o n  l ~ s e d  for the prototype \-ersion o f  .\I is the numhcr  o f  terms held in c o m m o n  by thc 
rctric\.al describcci in this section is C~LICI-!' and tlie document .  

Note  that  the  .M1 tern1 called f ix  in Ecluation 2 \\.as 

I A 

\vIicre 
q,,, is thc c l ~ ~ o t i c n t  of the numbcl. o f  tiincs the 1 7 )  th 

term occurs in tlic qilel-!r and the sum o f  the total 
11~11nber o f  terms in the query plus 35; 

X,,,,z is tlie logarithm o f  the  q ~ i o t i e ~ i t  arrived at  b\, 
di\.iding the  number  of times tlic 117th tcrni occurs in 
the d o c ~ ~ m e n t  by the sum o f  the tot'il 11~1mber  o f  terms 
in the document  plus 80; 

no t  found t o  provide any significant difference in the 
results and was omit ted from Equation 3. Thc con-  
stants 35 ancl 8 0 ,  \\,l~ic17 \\)ere ~ ~ s c d  in A',,, , and 
;Ire arbitrary bu t  appear to offer the  best results \\.lien 
set t o  the ~\,ct-agc size o f  '1 quel-!. and tlie .l\.erage size 
o f  a document  for the  particular database. T h c  
sequence o f  operations pcrfo~.mcci t o  c,~lculate the 
probability o f  I-clc\rancc is shown in Figure 5. N o t e  
that in the figure, k l ,  ..., k5 represent the constants 
o f  Equation 3.  

T h e  probabilit!, o f  rele\,ancc is c3lc~1latcd for  cnch 
d o c ~ ~ m e n t  (b!, con\.erting the logarithmic odds to a 
probability) nnd is stored along \\(it11 '1 unique cl~lcr!, 
icientifier, the ciocument identifier, and solne location 
information in the k\v-retrieval class. T h e  query itself 

RETURN T TERMS IN COMMON FOR EACH DOCUMENT 
CONTAINING ANY TERM 

TERM IN QUERY DIVIDED 
BY ALL TERM 
OCCURENCES PLUS A 

CALCULATE DOCUMENT 
PROBABILITY OF RELEVANCE 

OF SUM OF NUMBER OF P ( R )  = 1 / 1 + e "(- LOG O(R)) 
TIMES TERM OCCURS IN 
DOCUMENT DIVIDED BY 
TOTAL TERMS IN DOCUMENT 
PLUS A CONSTANT 

CALCULATE LOGARITHM 
CALCULATE DOCUMENT LOG 

OF SUM OF NUMBER OF 
ODDS OF RELEVANCE 

TIMES TERM OCCURS IN 
LOG O(R) = k l  + (S - [ k2  - IX,,, 

DATABASE DIVIDED BY + k 3  . ZXm,2 + k 4  ZX,,3]) 

TOTAL TERM OCCURENCES + k 5 . M  
IN DATABASE 

CALCULATE 
s =  1 /(a+ 1) 

Figure 5 
The Calc~llntion for rhc Sraged ILogisr~c l<cgrcssion Probdbilistic 117nking Proccss 



and its unique identifier nre stored in tlic lk\\,-quer!l 
class. To see the results of  the retrieval opel-ation, the 
query identifier is used to rcrrie\re the appropriate 
k\\.-retl-ieval tuples, ranked in order according to the 
estimated probabilin of relc\.,lncc. Tlie k\\--rctrie\.al 
and k\\.-qucr!* classes haw the folio\\-ing .POSTQUEL. 
definitions: 

create kw-query ( 
query-id = i n t 4 ,  / *  I D  number * /  
query-user = charl6, / *  POSTGRES user name */ 
query-text = text )  / *  the actual query * /  

create kw-retrieval ( 

query-id = int4, / *  l ink  t o  the query * /  
doc-id = int4, / *  document I D  number * /  
rel-oid = oid, / *  location of doc * /  
attr-oid = oid, 
attr-num = int2, 
tuple-id = oid, 
doc-len = i n t 4 ,  / *  s i z e  of document * /  
doc-match-tern = int4, / *  number of query terms 

in  the document * /  
docgrob-re1 = f l o a t 8 )  / *  estimated probabi l i ty  

of relevance */ 

The algorithm used for ranked retrie\.al in tlie 
Lassen prototype \\.as tested agninst a number of other 
s!*stems and algorithrns as part of the TREC competi- 
tion and pro\,ided excellent retrie\.al performance.1° 
We ha\.e found that the retrieval coefficients used in 
the formula derived from analysis of the TIPSTER col- 
lection appear to work \\,ell for a \ m i e n  of document 
types. In principle, the staged logistic rcsrcssion 
retrieval coefficients should be adllpted to the pnrticu- 
lar chal-acteristics of the database by collecting rele- 
vance judgments fro111 ;lctual uscrs and reapplying rhc 
staged logistic regression analysis to deri1.e ne\\. cocffi- 
cients. This activity has not been performed for this 
prototype implementation. 

The prirnary contribution of rhc Lasscn protot\pc 
has been as a proof-of-concept for the integration of 
fi~ll-test indexing and rnnlketi retrie\.al opera t io~~s  in 
a relational database management system. The proto- 
type implcmcntation that \\,e I~a\'e described in this 
section has a number of  problems. For example, in the 
prototype desigli for indexing and retrie\.al operations, 
all the infonnation used is \,isible in user-accessible 
classes in tlie database, iUso, the o\.erhcad is 
high, in terms of storage and processing t i~nc ,  for 
maintaining the indesing a ~ i d  rctrie\,al i~~formation i n  
this way. For example, POSTGRES allocates 40 bytes 
of system information for each tuple in a class, 'lnd 
indexing can take se\.eral seconds per document. 

Currcntl!; \\.e are in\rstigating a class of nc \ \  access 
methods to support indesi~lg and retrie\.al in a more 
efficient fashion. The class of methods in\.ol\.es dcclar- 
ing some POSTGRES fi~nctions that can cstract 
subelements of a given type of attribute (such as \\lords 
in a test document) and generate indexes for e;lch of 
the s ~ ~ b e l e ~ n c n t s  extracted. Otlicr nTpes of data might 

also bc~lefit fir0111 this class of access methods. For 
cxnmplc, hnctions that extract subelemc~~ts  like geo- 
metric shapes from images might be used to gcnerate 
subclc~nent indexes of  image collections. l'articular 
indcs clcnlent extraction methods call be of great 
valuc in prol'iding access to the sort of infi)rmation 
stored i n  the S e q ~ ~ o i a  2000 Electronic re posit or!^. Tlie 
follo\\.ing scction describes one such indes extraction 
mcrliod de\.eloped for the special needs of Seql~oia 
2000 J;lta. 

GIPSY: Automatic Georeferencing of Text 

Envjronmcntal Impact Keports (EIRs), joul-nal arti- 
clcs, tccllnical reports, and ~nyriad other test ite~ils 
related to global change research that might be 
inclucicd in the S e q ~ ~ o i a  2000 database are esamples of 
a cl.~ss of documents that discuss o r  refer to particular 
places 01- rcgio~is. A common retrie\,nl task is to firid 
the ite~iis that refcr to or  concentrate on a specific geo- 
gmpliic region. Although it is possible to ha\le a 
human catdog each i t c ~ u  for location, one goal of the 
Electronic Repositor!, \\.as t o  make a11 i~ldesing and 
retrie\,al automatic, thus eliminating the requirenient 
for humnn analysis and classification of clocu~nents in 
the database. Therefore, part of  our research i~l\.ol\.ed 
developing methods to perform automatic georefer- 
encing of test documents, that is, to ai~tomatically 
index and rctl-ie1.e a document according to the gco- 
graphic locatio~ls discussed o r  displa!,eri in or  other- 
\\.ise associated \\.ith its content. 

In  L,~ssen and most orlicr full-test information 
rctric\,;ll s!.stems, searches \\,it11 a geographical cornpo- 
nent, s~lch  as "Find all documciits \vliosc contents per- 
tain to location S," arc not supported directly by 
indcsing, cllrer!r, or ciisplay h~nctions. Instead, these 
searches \\.ark onl! by references to named places, 
essenriall!. as side effects ofl<e!,\\,ord indcsing. Whereas 
11uma11 i~ldesel-s are usually able to undersund and 
appl!, correct references to a document, tlie costs in 
time and money of using geographically trained hunian 
indeset.~ to read and indes the entire contents ofa large 
filll-text collection are prohibitive. E~ren in cases \\,here 
a docl~mcnt is ~neric~~lousl!  indexed manuall!,, gco- 
graphic index terms consisting of ke!r\vords (text 
strings) I~n \ , c  se\.eral \\,ell-ciocu~ne~~ted problems with 
ambiguity, synonymy, and name changes over time."," 

Advantages of the GIPSY Model 
To deal \\.ith these problems, \\.e de\.eloped a neu.  
model for supporting geographicall!. based access to 
test." 111 this model, \\.ords and phrases t h ~ t  contain 
geographic place names o r  geographic characteristics 
are extracted fioni documents and used as input to 
certain database fi~nctions. These functions use spatial 
rcnsoninp and statistical iiicrliods to  approsiltlate the 
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geographic position being referenced in the text. The 
actual index terms assigned to a document are a set of  
coordinate pol!,go~~s tliat describe an area on the 
earth's surface in a standard geographical projection 
system. Using coordinates instead of names for the 
place or geographic characteristic offers a number of 
advantages. 

Uniqueness. Place names are not unique, c.g., 
Venice, California, and Venice, Italy, are not appar- 
ently different without the qualiljing larger region 
to differentiate them. Using coordinates rerno\,es 
this ambiguity. 

Immunity to spatial boundary changes. Political 
boundaries change over tinie, leading to conhsion 
about the precise area being referred to. Coordi- 
nates d o  not depend on political boundaries. 
Immunity to  name changes. Geographic names 
change o\.er time, making it difficult for a user to  
retrieve all information that has been \vritten about 
an area during any extended tinie period. Coordi- 
nates remove this ambiguity. 

Immunity to spatial, naming, and spelling \'aria- 
tion. Names and terms vary not only over time but 
also in contemporary usage. Geographic names 
\.arj9 in spelling over time and by language. Areas of 
interest t o  the user \vill often be given place names 
designated only in the contest of a specific docu- 
ment or  project. Such variations occur freq~~entl!l 
for studies done in oceanic locations. Names associ- 
ated \\.it11 these s t ~ ~ d i e s  are u n l i n o \ \ ~ ~  to  most users. 
Coordinates are not subject to tlicse kinds of iferbal 
\.ariations. 

Indexing tests and other objects (e.g., photographs, 
\.ideas, and remote sensing data sets) by coordinates 
also permits the use of a graphical interface to the 
information in the database, where representations of 
the objects are plotted on a map. A map-based graphi- 
cal interface has se\feral advantages over one that uses 
text terms or  one that simply uses numerical access to 
coordinates. As Furnas suggests, humans use different 
cogniti\re structures for graphical information than for- 
\.erbal information, and spatial q ~ ~ e r i e s  cannot be  full!^ 
simulated by \,erbal queries." Because many geo- 
graphical q ~ ~ c r i e s  are inherently spatial, a graphical 
model is more intuitive. This is supported by 1Monis' 
observation tliat users given the choice benveen menu 
and graphical interfaces to a geographic database pre- 
ferred the graphical mode.:' A graphical interface, 
such as a map, also a1lon.s for a dense presentation of 
information.'" 

To address the needs of global change scientists, the 
Sequoia 2000 project team proposed a new bro\vser 
paradigm." This s!!stern, called Tioga, displays infor- 
mation topologically according to continuous charac- 
teristics tliat are attributes of the data.'s For example, 

documents niay be displayed on  a map according to 

their latitude and longitude. Documents may also be 
displa!red according to the time at which they were 
generated and the time to which they refer, as \\,ell as 
by more abstract hnctions such as the reading level of 
the document and the author's attitudes as expressed 
in the document. A prototype of the geographical 
browsing component \vas included in tlie Lassen 
Geographic Bro\vscr, \vhich is sho\vn in Figure 6. 

This bro\vser allo\vs any georeferenced object in the 
database to be indicated by an icon on the map. The 
user employs the mouse to center tlic map on any 
location and to  zoom in or  O L I ~  for more o r  less map 
detail. Icons can be made to appear at any coordinates 
and for any range of magnification \lalues. When an 
icon is selected by the user, a menu of the objects geo- 
referenced at the icon coordinates and detail level are 
displayed for selection. 

An Algorithm to Georeference Text 
The advantages of georeferencing .ire npp~rent.  Not so 
apparent is ho\v to  perform such a task automatically. 
\Ve de\reloped the follo\\iing three-part thesaurus- 
based algorithm to explore this t ~ s k ;  the algorithm pro- 
\,ides the basis for georeferencing in GIPSY.'' 

1. Ident~fii geographic place names 'ind phrases. This 
step attempts to recognize all relevant content- 
bearing geographic words and phrases. The parser 
for t h ~ s  step must "understancl" ho\\, to i d c n r i ~  
geographic terminology of nvo types: 

a. Terms tliat ~iiatch objects or attributes in the 
data set. This step recl~~ires a large thesaurus of 
geographic names and terms, partially hand built 
and partially autom~ticall!/ gencrated. 

b. Lesical constructs tliat contain spatial informa- 
tion, e.g., "adjacent to tlie coast," "south of the 
delta," and "ben~reen the ri\w and the high\\,a\:" 

To implement this part of the algorithm, a list of 
the most commol~ly occurring constructs must be 
created and integrated into a thesaurus. 

2.  Locate pertinent data. The output of the parser is 
passed to a hnction that retric\res geographic coor- 
dinate data pertinent to the estracted terms and 
phrases. Spatially indexed data used in this step can 
include, for esample, name, size, and location of 
cities and states; name and location of endangered 
species; and name, location, and bioregional char- 
acteristics of different climatic regions. The systeni 
must identi@ the spatial locations that most closely 
match the ~eographic  terms estracted by the parser 
and, \\!hen geographic modifcrs are ~ ~ s e d ,  heuristi- 
cally rnodie the area of coverage. For example, the 
phrase "south ofLake Tahoe" \\,ill map to  the area 
south of Lake Tahoe, covering approximatel!, thc 
same volume. This spatial representation is, by 
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Figure 6 
Scrccn fro111 tlic I.Lisscn Gcops,lpl~ic. I?l-o\\ st.]  

necessity, the result of an arbitrary assumption 
of size, but its purpose is to PI-o\'ide onl! pa-tin1 
evidcnce to be used in determining loc;~tions as 
dcscribcd belo\\.. 

Since gcopositional darn for Iand use ( c ' . ~ . ,  cities, 
schools, nnd industrial 3rc;ls) and habitats (c.g., 
\\letlands, rivers, forests, and indigenous species) 
is also n~~ailahle, extracted Itcy\\,ords and p 1 i 1 - f ~ ~ ~  tbr 
tliesc t!<pcs of d'ita must be I-ccognizcci. Tllc rhc- 
saurus cntries for this data should incorporntc sc.\,- 

era1 othcr nrpcs of inforrnat io~~,  s ~ ~ c h  as s\llonynl!, 
(e.g., Latin and colnmoli names of specics) and 
membership (e.g., \vetlands contain cattails, but 
geopositional data on cattails may not exist, SO 

must use their mention as \\,eak evidence of a dis- 
cussion of\\retlands and use that data instead). 

For our implementation oFGIPSY, i1.e used n\.o pri- 
mary data sets to construct the thesaurus. Thc first 
\\.as a subset of the United States Geological 
Sur\!e!lYs Geographic Narncs Information System 
(GNIS).'"This data set contains latitude/longitudc 
point coordinates associatcd \\,it11 o\.er 60,000 gco- 
graphic place names in C:alifornia. To  f,icilitntc 
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cornpiirison \\,ith othcr data sets, the GNIS 
I;~ti t~~de/longit~~cic coordinatcs \\,ere con\.c~-tcd to 
the I.ambcrt-Azinii~thal projection. F,sa~~ipIcs of 
p1;icc I ~ ~ I I I C S  \\ it11 associ;ited poillts inclutlc 

Uni\.crsit!. of Califor~lir~ l>a\.is: -1867878 -471 379 

l h t a  fix Iand usc and habitat data \\,as dcri\,cd in 
thc Unircti States Gcologic.~l S L I I . \ ( ~ ~ ' s  C;cograpliic 
Information I<ttric\.al and Analysis S\stem 
(GIKr\S).2J 

Each identified name, phr,lsc, or  region description 
is associated \\rith ollc or  more pol!~golis that may 
bc the place discussed in the test. Weights can be 
assigned to each of these polygons based on the fre- 
quency of use ofits associated term or  phrase in the 
test being indexed and in the thesaurus. Man!, I-ele- 
\.ant terms d o  not esactl!' match place names or the 
feature and land use types listcd abo\fe. For exam- 
ple, alhlfa is a crop gro\\fn California and should 
be associatcd ni th  the crop data from the GIlWS 
lalid use data set. Thc thesaurus \\.as thcl-cforc 
cstcndcd, both man~~;iII!' and b!, cstraction of 



relationships tiom tlie W r d N c r  thcsaurus, t o  
include tlie fi)llowing types of tcrms:' 

synonymy 
= : = s\'lion!fm 

kind-of I-el.itionships 
- : = 11ypony111 (maple is a - of tree) 
@ : = l i y p c r ~ ~ y ~ n  (tree is a 69 of maple) 

part-of rcl.ltionsliips 
# : = Iiicron!m (finger is a # of hand) 
%I : = liolon!~m (hand is ,I 'K of finger) 
fir : = c\.ido11!,1~7 (pinc is ,i & of shortleaf 

pinc) 

3. Overlay polygons to  estimate ;lpprosimate loca- 
tions. The objccti\rc of this step is to combine the 
c\~icicnce , ~ c c u ~ i ~ ~ ~ l a t c c i  in the prccecling step and 
infer a set of pol!~gons that pl.o\.idcs a reasonable 
approximatio~~ of the geograp11ic;ll locations mcli- 
tioncd in tlic tcst. Each gc~op/~tzrsc~. ~rulight. po11go11 
tuple can be represented ;IS a three-dirncnsio~i~~l 
"ext r~~ded"  polygon \\/hose base is in the plane of  
tlic .Y- and z-.lxcs anci \\!hose height estends up\\:ard 
o n  the . ~ , - ~ s i s  .I distance proportional to its \\.eight 
(see Figure 73). As new pol!.gons ;lrc added, sc\~cr,~l 
cases ma! nrisc. 

a. If thc basc of a polygon being addcd does not 
intersect with the base of any other polygons, it 
is sinlpl!) Inid o n  the basc ]nap beginning a t ] ? =  0 
(see Figure 7b) .  

b. If the polygon being addcd is conipletel!. con- 
tained \vitliin a polygon that already exists on the 
geoposirional skyline, it is laid on top of that 
extruded polygon, i.e., its basc plane is posi- 
tioned higher o n  the ,paxis (see Figi~re 7c). 

c. If the polygon being addecl intersects but is not 
\\.holly contained by one or  more polygons, the 
polygon being added is split. 'The intersecting 
portion is laid o n  top of the existing polygon anci 
the nonintcrsccting portion is positioned at a 
lo\\!cr Ic\rcl (i.c., at , & I =  0 ) .  To u~ini~iiize fragmcn- 
tation in this case, polygonsarc sorted by size 
prior to hcing positioned o n  the skyline (see 
Figure 7d ). 

In  effect, the estruded polygons, when laid 
together, are "summed" by \\.eight to form a geoposi- 
tional skyline \\,hose pealcs approximate the geograpll- 
ical locations being referenced in the test. :l:he 
geographic coordinates assigned to the test segment 
being indexed are determined by choosing a threshold 
of ele\,ation z in the skyline, taking the x-z plane at r. 
and  sing the polygons at the selected ele\,ation. 
liaising the elevation of the threshold \vjll tend to 
increase the accuracy ofthe retrieval, whereas lowering 
the elevation tends to include otlicr similar regions. 

To see the rcsillts of this process in the GIPSY proto- 
type, consider the follo\ving text fro111 a publication of 
thc California Dcpartnient of Water llesources: 

'Thc proposed project is t h e  construction of a new 
Stnte \'Varcr l'rojccr (Si\lP) hcilin, rlic Coast31 Branch, 
l'hnsc 11, by thc L>cp3rrrncnr of \Yntcr Rcsourccs 
(1)LI'R) rind 3 l o c ~ l  distribution fiicilit!., the I\/lission 
Hills Extension, by \\..ircr purveyors of northern Sanr~ 
Barbara <;ounty. This proposcd buried pipelinc 
\\sould dcli\,cr 25,000 acre-fccr per year (AF/YR) of 
S\,\'P \\.atel- to Snn I.uis Obispo <:ou11ty Flood Control 
a n d  \Vatcr (:onsc~.v;ition 1)isrric.r (SI.O(:F(:\VCD) and 
27,723 At'/YR to  Sn11tn Rarbnm Co11ny Flood Colltrol 
and LV~ter (:onscrv.~tion l>isrricr (SRCFC\VC:L)) .... 
This extension \\.auld serve the South Co.lst and 
Upper Sann Yncz \'alley. 1)WK and tlic Santa Barbara 
Water Pur\.cyors Agency arc jointly producing an 
E I R  for rhc Santn Yncz Estcnsion. The Sanra 
Yncz Extension Draft EIR is scliccfulcd for release in 
spring 199 1 ." 

The resulting surface plot appears in Figure 8. Tlie 
figure contains 3 griddcd reprcscntatio~i o f the  state of 
California, \\,Iiich is ele\,ated to  distinguish it from the 
base of thc grid. The northern part of the state is on 
the left-liand side of the image, rl-lic to\vers rising over 
the state's shape represent pol!~go~is in the sk!rlinc 
generated b!~ (;II'SY's i~lterprctation of the test. Thc 
largest to\\.crs occur in the area referred to by the tcst, 
primarily ccntcrcd on Santa Barbara Counn,  San Luis 
Obispo, and the Santa Ynez Valley area. 

Tlie surface plots generated in this fashion call also 
be used for bro\\'sing and retric\!al. For example, the 
m.0-di~i~ensional base of a polygon \vitli a thickness 
above a certain threshold can be assigned as a coordi- 
nate index to a document. Thcsc nvo-dimensional 
polygons might thcn be displayed as icons on a map 
bro\vscr such ns the one sho\vn in Figure 6. 

Future Work 
Research rcmains to be done on sc\lcral extensions to  
the existing GIPSY implementation. Because a geo- 
graphic Imowlcclge base and spatial reasoning are fun- 
damental to the gcoreferencing process, they have 
been the focus ofinitial research efforts. 

The existing prototype can be complemented by 
the addition of more sophisticated natural l a n g ~ ~ a g e  
processing. For example, spatial reasoning and geo- 
graphic data could be combined with parsing tech- 
niques to develop semantic representations of the 
text. Adjacency indicators, such as "soutli of"  o r  
"benveen," should be recognized by a parser. Also, 
the \\lark on document segmentation described belo\\! 
could be used to  explore the locality of reference to 
geographic entities within f~~ l l - t ex t  documents. 
GIPSY'S technique may be most effective when 
applied to a paragraph or section level of a test instead 
of to tlie entire document. 



(a) The "weight" of a polygon, indicated by the 
vertical arrow, is interpreted as "thickness." 

(b) Two adjacent polygons do not affect each other; 
each is merely assigned its appropriate "thickness." 

(c) When one polygon subsumes another, their 
"thicknesses" in the area of overlap are summed. 

(d) When two polygons intersect, their "thicknesses" 
are summed in the area of overlap. 

Figure 7 
Overlaying Polygons to Estitnate Approximate Locations 
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Figure 8 
Surfacc Plot Produccd tiorn the Statc Water Project Tes t  

TextTiling: Enhancing Retrieval through 
Automatic Subtopic Identification 

Full-length documents have only recently beco~ne 
alrailable on-line in large quantities, although technical 
abstracts, short newswire tests, and legal documents 
have becn accessible for many !lear~.~.' The large ~iiajor- 
in, of on-line information has becn bibliographic (e.g., 
authors, titles, and abstracts) instcad of the fill1 rest of 
the docu~nent .  For  this reason, most information 
retrieval methods arc better suited for accessing 
abstracts than for accessing longcr documents. Part of 
the rcpository research \\,as an esploration of new 
approaches to information retrieval particularl!l suited 
to fi~ll-length tests, such as those expected in the 
S e q ~ ~ o i a  2000 database. 

A problem \\zith appllzing traditional information 
retrieval methods to hll-length test documents is that 
the structure of fi~ll-length documents is quite differ- 
ent from that of abstr'icts. (In this paper, "fi~ll-length 
document'' refers to expository test of any length. 
Typical examples are a short magazine article and 
a 50-page technical report. We esclude documents 
composed ofheadlines, short advertisements, and any 
other disjointed tests of whatever length. We also 
assume that the document does not ha1.e detailed 
orthographically marked structure. Croft, 16-ovetz, 
and Turtle describe u~orlc that takes advantage of this 
kind of information.'" One \\lay to \lie\v an expository 
test is as a sequence ofsubtopics set against a backdrop 
ofone or  two main topics. A long test comprises many 
different subtopics that may be related to one another 
and to the backdrop in many different \va!ls. The main 
topics of a test are discussed in its abstract, if one 
exists, but subtopics are usuall!. not  mentioned. 
Therefore, instead of querying against the entire 
content of a document, a user should be able to issue a 

query about a coherent subpart, or subtopic, ofa  fi~ll- 
length document, and tliat subtopic should be specifi- 
able with rcspect to the document's main topic(s). 

Consider a Discor~er- magazine article about the 
 mage ell an space probe's esplora t io~~ of Venus." 
A reader divided this 23-paragraph article into the fol- 
locving segments with the labels shown, where the 
numbers indicate paragraph numbers: 

1-2 Intro to h~lagellnn space probc 
3-4 Intro to Venus 
5-7 Lack of craters 
8-1 1 E\r~dence of \olwnic action 

12-1 5 River S e x  
16-18 Crustal spreading 
19-21 Recent volcanism 
22-23 Future of  mage ell an 

Assume that the topic of volcanic activity is of 
interest to 3 user. Crucial to a system's decision to 
retrieve this document is the knowledge tliat a dense 
discussion ofvolcanic activity, rather than a passing ref- 
erence, appears. Since \~olcanisni is not  one of the 
test's nvo main topics, the number of references to 
this term will probably not dominate the statistics of 
term frequency. O n  the other hand, document selec- 
tion should not necessarily be based on  the number of 
references to  the target terms. 

The goal should be to deterniine whether or not 
a relevant discussion of a concept or topic appears. 
A simple approach to distinguishing between a true 
discussion and a passing reference is to determine the 
locality of the references. In the computer science 
operating systems literature, locality refers to the fact 
that over time, memory access patterns tend to  con- 
centrate in localized clusters rather than be distributed 
evenly throughout memory. Similarly, in full-length 
tests, the close prosimity of me~nbers of a set of 
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references to a particular concept is a good indicator of 
topicality. For examplc, the tcrni rnlcar~isl~t occurs 5 
times in thc Magellan article, tlie first four instances of 
\\lliich occur i l l  foul- adjacent pa~.,igrapJis, along \\,it11 
accomp~n!,ing discussioli. 111 contrast, the tcrlii .icrcJll- 
fists. \vhich is not a valid subtopic, occurs 13 timcs, ciis- 
tributcd some\vhat cvcnly throughout. 13y its \,cry 
nature, a subtopic \\:ill not bc discussed throughoi~t an 
entire text. Sirnilarl!l, t~.uc s~~b top ics  are not j~ldic,~tcd 
by only pdssing references. 'l'lie term hcl l )~  (1r111cc.1. 
occurs only once, and its related tcnns arc confined to 
the one sentence it appears in. As its usage is only 
a passing reference, bell!. dnoci~ig is not a trilc subtopic 
of this t e u .  

Our  solutio~l to tlic problem of retaining valid 
subtopical discussions \\~liilc at the salnc timc ;t\,oid- 
ing being fooled b!. passing rcferences is to make 
use of locality info~.rnnrio~~ anti to partition d o c u -  
ments according to t l~cir  s~~btopical  s t ~ . u c t ~ ~ ~ . c .  'I'his 
approach's capacity for iniproving a standard info]-ma- 
tion retric\lal task has been verified by illfi)rmation 
retrieval experiments using fi~ll-test rcst collections 
from the TII'STER datnba~c.~"," 

One \\,a? to get an approximation of the s ~ ~ b t o p i c  
structure is to break tlie docun~clit into paragmplis, o r  
for very long documents, sections. I n  both cases, this 
entails using the orthogmpliic marlting supplicd h!, the 
author to determine topic boi~nd.  J ~ J C S .  -' 

Another \\lay to  approsim;itc local s t r ~ ~ c t u r c  in long 
documents is to divide the documents into c\,cn-sized 
pieces, \\,itliout regard ti)r an!. boundaries. Tliis 
approach is not practical, lio\\,c\-er, because \\ c ;ire 
interested in csploring thc pc~.ti)~.rn,lncc oF~iioti\~.ltcci 
segnientation, i.e., scgmcnt;ltion that rctlccts the 
text's true underlying subtopic structure, \vhich often 
spans paragraph boundwics. 

To\\.ard this end, \\,c Iin\,c tic\.cloped TcstTili~ig, 
a metliocl k)~. partitioning hll-lcngtli tcst d o c ~ ~ ~ i i c n t s  
into colicrcnt rnultipara~rapli units called tilc~.'~-'"'' 
TextTiling approsirnarcs the subtopic structure of 
a document hy i~sing patterns oflcsical connccti\,in. to 
find cohcl-cot s~~bdiscussio~is. The la\rout of tlic t1lc5 is 
meant to rctlect the p.urel.li ofsubtopics conrai~ncci in 
an expository tcst. The approach uscs cli~antitati\-c Ics- 
ical anal!,scs to determine the cstcnt of the tilcs and to 
classi+ them with respect to n general kno\\.lcdgc h ~ s c .  
The tilcs Iia\'c been fou~id to corrcspolld \\,ell to 
human judgments of the major subtopic boundat-ics of 
scicncc magazine articles. 

The algorithm is a m.0-step proccss. First, all pairs of 
adjacent bloclts of test (\\.licrc I.~locks arc ~~suall!. tlircc 
to fi\.c sc~itc~xccs long) arc comparcd ; ~ n d  nssigncd 
a similar it!^ v311le. Second, the resulting scclilcncc o f  
similarity \palues, afier being graphed and smoothed, is 
examined ti)r pcalts and \,alleys. High similarity \,alucs, 
jvhich impl!, that tlie adjncc~it blocks cohere \\,ell, tend 

to form peaks, \vhcrcas lo\\. similarity values, \\,liicli 
indicate 3 potcntial boundary benveen tilcs, create val- 
leys. F i ~ u r c  9 slio\vs sucl~  a graph for tlic /)i.sco[,lci 
m a g a ~ i ~ i c  .irticle rncntioncd carlicr. The \vertical lines 
indic~tc  \\,here hunia~i  judges thought the topic 
boi~~idnries should be placed. The graph slio\\.s the 
c o m p ~ ~ r c d  si~llilarit\. of adjacent bloclts of tcst. Peaks 
indic~tc  coherency, and  \~lllc!ls illdicarc potential 
brcalts bc t \ \~cc~i  tiles. 

'T'lic one ;idjustable pnmmctcr is the size of rlic block 
used for compariso~i. Tliis \ d u e ,  k. \*arics slightly from 
tcst to tcst. As a heuristic, it is assigned tllc a\-cragc 
par.lgr:lpI~ Icngtli (in scntc~iccs), although tlic hloclt 
size thnr best niatclics the Iiuman judg~nciit clatci is 
s o ~ ~ ~ c t i ~ i ~ c s  one sentence greater o r  smaller. Actual 
pamgl-aphs are not ~ ~ s c d  because their lengths can be 
higlil!~ irregular, Icadi~lf; to i~nbalanced conipu~-isons, 

Similnrit!' is me'isurcd b!,  sing a variation of tlie 
tEidf (term frcqucnc!, timcs in\*erse documcnt fie- 
~ L I C I I C \ ~ )  mc;~surcment:'" In  standard tf.idf, tcrlns that 
arc ti-cclucnt in an indi\*idual document but rclativcly 
infrequent throughout tlic corpus are considcrccl to 
be gooci ciistinguishcrs o f t l ~ c  contents of tlic i~idi\rid- 
u,~l tiocumcnt. In  TcstTjling, each block of k sen- 
tcnccs is treated as a unit, and the frequenc!. of tern1 
\\sitliin each hlock is comparcd to its frequency in the 
cntirc docl~lnc~i t .  (Wotc tlint the ~l lgo~. i t l i~ i~  ~ ~ s c s  a large 
stop I I S ~ ;  i . ~ . ,  closed class \\lords and other \'cry frc- 
c ~ ~ ~ e ~ i t  terms are omitted from the ca1cul;ition.) This 
appt-oacli helps bring our a distinction bcn\.ccn local 
anel slob31 cstent ofrerms. A tcrm that is discussed fre- 
quuitl! \\.itliin a locnlizcd clustcr (thus indicating 
a colicsi\,c passage) n i l l  be \\,ciglited more licn\.il!r than 
a tcrm that appears frequently but scattered cvcnly 
t l i r o ~ ~ g l i o ~ t  thc cnrirc document, o r  inficclucntly 
\\.itliin one block. Thus if adji~cent blocks sliarc miin? 
tc1.111\, .111ci thosc sliarcti tc~.nis are \\,eiglitcd lic,l\,il!,, 
t1ic1.c is strong c\.idcncc tllnt the adjacent blocks 
cohcrc \\.it11 one another. 
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Similarin bet\\,ccn bloclts is calculi1ted b!. the ti)llo\\,- 
inp cosine mcasllrc: C;i\.cn r\\.o tcst blocks hl and h2, 

I =  1 
cos (h l ,k2)  = , 

\\.here I ranges o\.cr all the terms in the document, ancl 
u;,,,, is the tf.idf \vciglit ;issigned to  term t in hlock 61. 
,- - I IILIS, i f the similarity scol-c bct\\.cen n1.o l>loclts is 
high, then not only d o  tlic bloclts have terms in ~0111- 
~ n o n ,  b u r  tlic conilnoli tcrnls nrc rclati\~ely rare \\lit11 
respect to the rest of tlic docu~ncot .  The evidence in 
the rcvct-sc is not as conclusi\.c. Ifadjacent blocks ha\*e 
a lo\\* similarity mcasul-c, tliis does not ncccssarily 
mcnn tli;it the bloclts colicrc. In practice, ho\\,c\rcr, this 
ncgari\rc e\.idencc is often j~~stiticd. 

The graph is then smoothed using a discrete con\.o- 
lution"' of the similarity f ~ n c t i o n  with the fi1nctio11 
krk(.  ), \\bere 

The result is sn~oo t l~ed  f~ r t l i c r  \\.it11 a simple median 
smoothing algorithm to eliminate small local Inin- 
ima." Tile hound~rics  nrc determined by locating tlic 
lo\\~crmost portions o f  \.,~llc!,s in the resulting plot. .- . I lie actttal \,alucs of the si~iiilnrity measures arc not 
nkcn into account; tljc rclati\rc differences are \\*lint 
arc of conseq~~cncc.  

Ilctric\.al processing slioi~ld reflect the assumption 
tlint full-lcngrli tcst is mcaliingf~~ll!' different in s t r ~ ~ c -  
turc from ubsrr.acts anti short articles. \Vc l~a\ 'c  con- 
ducted I-ctrie\.al cspcrimcnts that dcmonstratc that 
taking tcst strLlctLu.c into ;iccounr can produce better 
results than using fi~ll-lc11gth doci~me~l ts  in rlic sta~idarci 
\\lay.2o2r>' Ky \ \~orki~ig \ \~i t l i i~l  this p;iradigm, \\c li;i\tc 
dc\zclopcd an approach to  \rector-space-b'lsed rct~.ic\lnl 
tliat appears to \\-ork better tliiin ~ t r i c \ . i ng  against entire 
docu~ncnts or  a ~ i n s t  scgmcnts or  paragraphs alonc. 

The resulting retric\,nl method matclics a qilcr!, 
ngninst moti\,atcd segments 3nd then sums the scores 
f~.orn the top scgmcnts ti)r cncli ciocumcnt. T l ~ c  liigli- 
cst resulting sums indic.irc \vliicli documents should 
1x2 rctricvcd. In our tcst set, tliis method produced 
higher precision and rccall than retrieving ngai~lst 
cntirc documents or  ngninst segments o r  pangraphs 
alonc."' h l t l i o ~ ~ g h  tlic \,cctor-space model ofrctric\~al 
\\-as used for thcsc cspcr imc~~ts ,  probabilistic n~oticls 
such as the one ~ ~ s c d  in I.nsscn are equall!. applicable, 
and the method shoulcl providc similar irnprovcmcnt 
in rctricval pcrh)rmancc. 

\Vc bclic\,e that 1.ccog11izing tlic structtlrc of full- 
Icngtli rest for the pul-poses of informatior1 rctric\~al 

.s \.cry import.int and \\.ill produce considerable 
improvement in rctricnl cffecti\.e~iess o\'cr 11iost csist- 
ing similarin,-based rcchniques. 

Conclusion 

Thc Sequoia 2000 Electronic Repositor!* project has 
pro\.idcd a tcst bed for developing and c\*alunting tcch- 
nologics requ~rcti for cffccti\.e and efficient access to 
the digital libml.ics oftlie f ~ture .  We cJn cspcct tliat as 
digital libraries p r o l i f ~ ~ l t e  and include \xst datubriscs of 
infonnation linked together by high-bnnd\\,idtli nct- 
\\~orks, they must s ~ ~ p p o r t  all current and fi~turc ~nedia 
i l l  an easily acccssiblc anti contcnt-acldrcssnbIc fishion. 

The \\,ark begun o n  the S e q ~ ~ o i a  2000 Electronic 
Repository is continuing ~ ~ n d c r  UC Berkeley's digital 
library project spo~lsorcd jointly b!, the National 
Scielice Foundation (SSF),  the National Acl-onautics 
and Space Aciministratio~~ (SASA) ,  and thc lkfcnse 
Advanced Kcsc;~rch Projccts Agcnc!, (L3AlW.A). 
1)igital libraries arc a tledgling technology \\!it11 no 
firm standards, architect~~res, or  even consensus 
notions of \vIiat t l~cy arc and ho\\l they arc to work. 
Our  goal in this ongoing research is to  dc\,clop the 
means of placing the contents of tliis cic\.clopinp 
global \.irtual libmry at the f ~ ~ g e r t i p s  o f 3  \\,orlJ\\,ide 
clientele. Acliic\,ing tliis goal \vill rcquirc the npplica- 
rion of adra~lccd rcchniques for infor~nation retrieval, 
information filtering, resource disco\'cr!*, and the 
application of nc\\, t c c h ~ ~ i c l ~ ~ e s  for aiitomnticnlly ana- 
lyzing and charactcl.izing data sourccs ranging fiom 
tests to  \~idcos. ~Vuch of the \\lorlt nccdcd to  enable 
our vision of  tlicsc nc\\. tcchnologics \\*as pioneered in 
the Secluoia 2000 Elcctronic Repository project. 
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I 
Peter D. Kochevar 
Leonard R. Wanger 

Tecate: A Software 
Platform for Browsing 
and Visualizing Data 
from Networked Data 
Sources 
Tecate is a new infrastructure on which applica- 
tions can be constructed that allow end users 

t o  browse for and then visualize data within 
networked data sources. This software platform 

capitalizes on the architectural strengths of  cur- 
rent scientific visualization systems, network 
browsers like Netscape, database management 
system front ends, and virtual reality systems. 
Applications layered on top of  Tecate are able 
t o  browse for information in  databases man- 
aged by database management systems and for 
information contained in  the World Wide Web. 
In addition, Tecate dynamically crafts user inter- 
faces and interactive visualizations of  selected 
data sets wi th  the aid of an intelligent system. 
This system automatically maps many kinds o f  
data sets into a virtual world that can be explored 
directly by end users. In describing these virtual 
worlds, Tecate uses an interpretive language that 
is also capable of  performing arbitrary compu- 
tations and mediating communications among 
different processes. 

All pcople share the need to find and assimilate infor- 
mation. Data fi-om which information is created is 
increasingly a\failable electronically, and that data 
is beco~ning more and more accessible with the prolif- 
eration of  computer networks. Therefore, the world 
is quickly becoming abstracted as a collection of net- 
workcd data spaccs, where a data space is a data source 
or  repository whose acccss is controlled by means of  
a wcll-defncd software interface. Some examplcs 
of  data spaces arc a databasc managed by a database 
management system, the World Wide Wcb (WWW o r  
Web), and any dara object that resides in a computer's 
maill mcmory and whose cornponcnts arc accessiblc 
through the object's methods. 

-The need to locate data and then map it to a form 
tliat is readily understood lics at  the corc of learning, 
conducting commerce, and being entertained. To 
address this need, interacrivc tools are required for 
exploring dara spaces. Thcsc tools should allow any 
end user to  browsc the contents of data spaccs and to 

inspcct, measure, compare, and identify patterns in 
sclccted data sets. Combining both tasks into one  tool 
is both clegant and utile in that end uscrs need to learn 
only one s)atern to seamlessly switch back and forth 
between browsing for data and assimilating it. Beforc 
such applications can be constructed, however, a firm 
foundation must be defined that provides an interhce 
to data spaces, hclps map data into a visual representa- 
tion, and rnanagcs user interactions with elements in 
the visualizations. 

This paper describes one  such s o h a r e  platform, 
called Tecate, which has been implcrnented as a 
rcscarch prototype to help understand the issues 
involved in exploring data spaces. With Tecate, the 
emphasis has becn o n  developing the tools needed to 
build end-to-end applications. Such applications can 
acccss data spaccs, automatically creatc virtual worlds 
tliat represent data found in data spaces, and give end 
uscrs the ability to navigatc and intcract with those 
worlds as the mechanism for exploring data spaces. 
Rccause of  this emphasis, Tccate's development con- 
ccntratcd on understanding what system components 
arc needed to crcate end-to-cnd applications and how 
those cornponcnts interact rather than on  the h n c -  
tionality of  individual components. As a consequence, 

66 Iligital Technical Journal Vol. 7 No. 3 1995 



the tools provided by Tecatc can be used to  build 
applications of  only modest capabilities. 

Historically, Tecate grew ou t  of  the Sequoia 2000 
project, which was initiated jointly by Digital Equip- 
ment Corporation and the University of California 
in 1991. The primary purpose of the Sequoia 2000 
project was to develop inhrmation systems that would 
allow earth scientists to better study global envi- 
ronmental change. Sequoia 2000 participants needed 
to browse for data sets on which to test scientific 
liypothescs and then to  interactively visualize the data 
sets once found. 3:he data can be quite varied in con- 
tent and structure, ranging from text and images 
to time-varying, multidimensional, gridded o r  poly- 
hedral data scts. Such data may stream from many dif- 
ferent sources, c.g., databases managed by a database 
management svstem, a running simulation of some 
physical process, or  the WWW. Therefore, a tool was 
required that could intcrfacc to any such sourcc. To be 
of  maximum use, though, the tool had to be easy 
to use so  that the scientists themselves coirld make 
sophisticated data queries and then experiment with 
the query rcsults using a wide variety of  data visualiza- 
tion techniques. 

Generalizing from its Sequoia 2000 roots, the 
dcsigi of  Tccatc is intended to achieve four goals: 

1.  Interface to general data spaccs whcrcvcr they may 
reside. 

2. Saliently visualize niost kinds of  data, c.g., scientific 
data and the listings in a telephone book. 

3. Dynanlically craft user intcrfaces and interactive 
visualizations based on what data is sclcctcd, who is 
doing the visualizing, and why the user is exploring 
the data. 

4. N o w  end users to interact with elements in visual- 
izations as a means to query data spaces, to explore 
alternate ways of  presenting information, and to 
makc annotations. 

Therc are systems available today that have some of  
these capabilities, but n o  one system possesses all four. 
Data visualization systems such as AVS, Khoros, o r  
Data Explorer are capable ofvisualizing scientific data; 
however, they are poor at interfacing to general data 
spaces, they provide only limited interactivity widin 
visualizations themselves, and they require visualiza- 
tions to be crafted by hand by knowledgeable end 
i~sers. '~. '  Network browsers such as Netscapc are good 
at fctch~ng data from certain types of  data spaccs but 
are limited in the variety ofdata they can directly visu- 
alize wirhoilt having to rely on  external viewer pro- 
grams. Moreover, most network browsers offer a 
restricted type of  interactivity where only hyperlinks 
can be fi,llo\\~ed and text can be submitted through 
forms. Finally, front ends to database management 
systems provide elaborate querying mechanisms for 

selecting data from a databasc, but they lack a soplusd- 
cated means for visualizing and further exploring 
query results. 

The Tecatc architecture borrows from that of  visu- 
alization systems, network browsers, and database 
managerncnt systems as well as From virtual reality sys- 
tems like Alice and the Minimal Reality Toolkit/ 
Object Modeling Langlage (MR/OML).",' One  
major contribution o f  the Tecate system is that it 
incorporates the architectural strengths of  these 
systems into a coherent whole. In  addition, Tccate 
possesses at least two novel features that arc not found 
in other data \lisualization systems. One  feature is 
Tecate's use of  an interpretive language that can 
describc three-dimensional (3-D) virtual worlds. This 
language is more than a markup language in that it is 
capable of  performing arbitrary computations and 
facilitating communication among M e r c n t  processes. 
The second novel componellt of  Tecate is the presence 
of  an expert system that automatically craks interactive 
visualizations of  data. This system is intended to make 
data space exploration easier to perform by having end 
users simply state their goals while leaving the details 
ofimplementing a visualization to attain those goals to 
the expert system. 

The remainder of  the paper outlines Tecate's sys- 
tem modcl and architecture and then identifies and 
describes l'ccate's major components. Finally, the 
paper sketches Tccate's capabilities by discussing two 
simple applications that have bcen implemented on  top 
of  the Tecate s o h a r e  hmcwvork. The first application 
is a tool for visualizing earth science data rcsiding in 
a databasc managed by a database management system. 
The second application is a Web browser that u x s  3-D 
graphics as an underlying browsing paradigm rather 
than depending solely o n  the medium of  hypertext. 

Tecate's System Model 

After presenting an overview ofTecate's system model, 
this section provides details of the  object modcl and the 
interpretive, object-oricnted language used to describe 
virtual world objects. 

Overview 
From the standpoint of an applications programmer, 
Tecate is a distributed, object-oriented system. All 
major components ofTecate, as weU as entitics appear- 
ing in virtual worlds created by Tecate, are objects that 
communicate with one another by means of message 
passing. The main focus within Tecate is on objcct- 
object interactions. These interactions occur primarily 
when objects send messages to one anothcr. An object 
can also send a message to itself, which has the effect of  
making a local hnction call. Unlike with graphics 
systems such as Opcn Inventor, rendering is not a ccn- 
tral activity within Tecatc; rather it is just a sidc effect 
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of  objcct-object interactions." In this sense, Tccate is 
like virtual reality programming systems such as Alice 
and MR/OML, although Tecatc is far more flcsible. 

In the Tecate system, objccts can create and destroy 
other objects and can alter the properties of  existirig 
objects on-the-fly. Such capabilities make Tccatc very 
extensible and give it great power and tlexibility. These 
capabilities can also causc problems for applications 
programmers, however, if care is not taken whcn tvrit- 
ing programs. Presently, all of  an object's propcrties 
are visible to all otlier objccts, and hence those proper- 
tics can be manipulated f i o n ~  outside the object. In the 
filmre, somc form of sclcctivc property hiding nccds 
t o  bc addcd so  that designated properties of an objcct 
cannot be altered by othcr objccts. 

A powcrful feature ofTccatc is its ability to dynami- 
cally establish object-subobjcct relationships. This fca- 
ture providcs a mechanism for building assclnblics of 
parts similar to the mechanisms in classical hierarchical 
graphics systcms like Dork o r  Open Inventor.' This 
feature also providcs the capability of  creating sets or  
aggrcgatcs of objects tliat share some trait, such as 
being liighliglited. Tccatc allows all objccts within a set 
to be treated en masse by providing a means of  sclcc- 
tively broadcasting messages to groups of  objccts. 
A mcssagc that is sent to an object can he fi)r\vardcd 
to  all the objcct's subobjccts. Thus, for esamplc, onc 
objcct can scrve as a container fbr all other objccts that 
are highlighted; the highlighted objects arc mcrclv sub- 
objects of  the container. 1-0 unhighhght all highlighted 
objects, a single unhighlight message can bc sent to the 
container object, which then for\vards thc message to 
all its subobjccts. In gcncral, an object can be tlic s ~ ~ b -  
object ofany number ofothcr objects and thus simulta- 
neously be a member of many different sets. 

The handling of  user input within Tccatc is 
intendcd to appear the same as ordinary object-objcct 
interactions. All physical input devices that are kno\vn 
to Tecatc have an agent object associated with thcm 
that acts as a device handler. All objects that wish to 
be informed o f  a particular input event register with 
the appropriate agent. Whcn an input event occurs, 
the agent sends all registered objects a message notifjr- 
ing them of  the event. Complex events, such as the 
occurrence of  event A and event B within a specified 
time period, can easily be defined by creating new han- 
dler objects. These handlers register to be informed of 
separate events but then, in turn, inform other objects 
of  the events' conjunction. 

The Object Model 
Tecate uses an object model in which no distinction 
is made between classes and instances, as is done in 
languages like C+ + In Tecate, there is a singlc object 
creation operation called cloning. Any object in the 
system can serve as a prototype from which a copy can 
be made through the clone operation. A clone inherits 

propcrties from its prototype by copping the proto- 
type's properties, but any s~rcli property can be altered 
or removed, either by another object or  by the clone 
itself, so  that a clone can take on an identity of  its own. 

The object model is based on  delegation. When 
Tecatc clones an ohjcct to produce a new object, 
the ~xototype'spropcrtics are not esplicitly copied. 
Instead, the ne\v objcct retains a reference to the 
objcct from \\/liich it was cloned. When a reference to 
a propcrty is made within an object, the systan looks 
for the property value locally within the objcct. If no  
propcrty value is found locally, then the object's pro- 
totype is searched to associate a value \vith the refer- 
ence. I f the  prototype is itself a clone, tlic protorype's 
prototype is recursively scarched to resolve the refer- 
cncc, and so  on. This type of  "lazy" evaluation of  
propcrty references is called dclegation. 

Note that with delegation, a change in value for 
a propcrty in an object may affect tlic values of  all 
other objects tliat can trace their ancestry through 
prototype-clone relationships to thc original object. 
This typc of semantics is ~lsefi~l  for establishing class- 
instance-like relationships bctwccn objccts. For cxam- 
plc, one object may rcprcscnt a particular class of 
automobile tire, and all clones of  the object \vould 
rcprcscnt class instances. If a class-level change is 
necdcd that would affect all i~utuices,  e.g., a nc\v tread - 
pattern is to be introduced, only the object rcprescnt- 
ing the tirc class nccds to chmgc. 

Thc clone-prototypc chaining implied by dclcga- 
tion can be overridden by changing tlic property 
\,alucs locally. Thus, if one particular tirc instance is 
to I I J \ ~ C  a nc\v tread pattern, then the pattern is altered 
in that instance only. References to the  tread pattern 
for that objcct will usc thc local tread value rather tha~ i  
chain back to the tirc class object. All other instances 
\ \ , i l l  continuc to reference the value present in the tire 
class objcct. 

All Tecate objects possess four classes of  properties: 

1.  Appearance-attributes that affect an object's 
visual appearance, such as geometric and topologi- 
cal structure, color, testure, and material properties 

2. Behaviors-a set of methods that are invoked upon 
receipt of messages from other objects 

3. State-a collection of variables \\~liose values repre- 
sent an object's state 

4. Subobjects-a list of objects that are parts of  a 
given object, just as a wheel is part o f a  car 

Although most users of the system uniformly see 
communicating objects, a distinction is actually made 
benveen two kinds of objects based on how they are 
implemented by applications programmers. Resource 
objects are implemented primarily as external processes 
using some compilable, general-purpose program- 
ming language such as C or  Fortran. Objects that have 
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{lor cxccu- compute-intcns~vc behaviors or whose beha\' 
tions arc timc-critical are generally implemented as 
rcsourcc objccts. For instance, most Tecate objects that 
provide system services, such as rendering or  database 
managemcnt, are implemented as resource objccts. 

Objects populating virtual worlds that represent 
data features are implemented differently than 
rcsourcc objects by using an interpretive program- 
ming language called the Abstract Visualization Lan- 
guage (AVL,). Such objects are called dynamic objects 
bccausc they may be created, destroyed, and altered 
on-the-fly as a Tecate session unfolds. Nonetheless, 
the ab~lity to dynamically add, remove, and altcr objcct 
propcrtics is not  solely endemic to dynamic objccts. 
Rcso~~rcc  propcrtics may also be changed on-the-fly 
bccausc resources are actually implcmented with a 
dynamic objcct that interfaces to the portion of  thc 
resource that is implemented as an external process. 

The Abstract Visualization Language 
AVL, is essential to thc Tecate system; it is through AVL 
that applications programmers write applications that 
use Tccatc's f ~ a t u r e s . ~  AVL is an interpretive, object- 
oriented programming language that is capable of 
performing arbitrary computations and facilitating 
communication among different processes. Through 
this language, applications programmers specify and 
ma~lipulatc objcct properties and invokc object bchav- 
iors by sending rncssages from one objcct to another. 

AVL, is a typelcss language that manipulates char- 
acter strings; it is based on the Tcl cnibcddable 
command language."' AVL extends Tcl by adding 
object-oriented programming support, 3-1) graphics, 
and a more sophisticated event-handling mcclianism. 
Although AVL is a proper superset ofTcl, the rclation- 
ship bcnvecn AVL, and Tcl is much likc that bctwccn 
C and (:+ +. By adding a sniaJI set of  ncw constructs 
to Tcl, the way applications progralnmcrs structure 
AVL, programs differs markedly from how they struc- 
turc Tcl programs, just as the C+ + language cxten- 
sio~ls to <: greatly alter the C programming style. 

Onc  use of AVL is to describe virtual worlds that 
rcprcscnt data sets. ?'hrough AVL, objccts that p o p ~ l -  
latc these worlds can be assigned behaviors that are 
clicitcd through user interaction. For instancc, select- 
ing a 3-1) icon call cause a Universal l<esourcc Locator 
(UlU,) to be Followed out  into the WWW. In  this 
sense, AVL is somewhat like the Hypertext Markup 
Language (HTML) that underlies a11 Web browsers 
today, or, more fitting, it is similar to tlic Virtual 
Reality Modeling Language (VRML) that has been 
proposed as a 3-D analog of HTML." N L  docs, ho\\/- 
ever, differ niarkedly from HTML and V W l L ,  which 
arc only markup languages. Rrcause AVL is a f i ~ l l -  
fledged programming language that has sophisticated 
interaction handling built in, it is philosophically more 
similar to i~iterpretive languages likc Telescri~t ,  

Newtonscript, and PostS~r ip t . '~~" . 'Xike  Telescript, 
for instance, AVL programs can encode "smart 
agents" that can be sent across a network to perform 
uscr tasks at  a remote machine, if an AVL interpreter 
resides there. Note, however, that in the present ver- 
sion of Tecate, there is no  notion of  security \ifhen 
arbitrary AVL code runs on  a remote machine. 

AVL includes somc additional commands that aug- 
ment the Tcl instruction set, for instance, clone and 
delete. The clone command is the object creation com- 
mand \vidun AVL, and the delete command is the com- 
plementary operation to delete objects fi-om the 
system. Object properties are specified and manipu- 
lated using the add command and deleted using the 
remove command. Behaviors in one object are initiated 
by another object using thc send command, which 
specifies the behavior to invokc and the arguments to 
be passed. Queries about object properties can be 
made using thc inquire command. The which com- 
mand is used to dctcrminc where an object's properties 
are actually dcfined in light of  Tecate's use of  delcga- 
tion to resolve property refcrcnces. Finally, AVL pro- 
vides a rich set of  matrix and vcctor operators that arc 
usehl when positioning objects within 3-D scenes. 

As an example of  how AVL is used in practice, 
Figure 1 depicts a codc fiagmcnt similar to one that 
appears in the WWW application described later in the 
paper. The  code fragment creates a 3-D Web site icon 
that is positioned on a world map. The code begins 
wid1 die definition of the Hyp l inkob jec t  from which 
all Web site icons arc cloned. The klyprlinkobject is 
itself cloned fiom the Visual object that is predefined 
by Tecate at  system start-up. The  Visual object con- 
tains propertics that rclatc to the viewing of objects 
within scenes. For instancc, objccts that are cloned 
from the Visual objcct inherit behaviors to rotate 
themselves and to change their color. To the proper- 
ties that are inherited From the Vi.~zlal object, the 
H~perlinkobjcct  adds thc state variables tirland &>sc, 
which will be uscd to store rcspcctivelp a URL and its 
textual description. In addition, objects cloncd fioni 
the Hypr l ink objcct will inherit the d e h i ~ l t  appear- 
ance of a solid bluc sphere having unit radius. 

The  specification for the Hyperlink object also 
defines three behaviors: irzit, opcnUr1, and sbou~&.sc. 
The init behavior replaces the irzil method inherited 
From the Viscialobject. When an object cloned fiom 
the HyPrlirzkobject receives all inil message, it sets its 
~u-l and desc state variables, positions itself within the 
scene whose name is given by the argument scene and 
registers itself with the mouse handler agent to receive 
two events. When ~iiousc button 1 is depressed, the 
agent sends the object the opnUrlniessage, which in 
turn requests the \VWW Interface to fetch the data 
pointed to by the object's URL. Depressing button 2 
invokes the sborr~Dcsc message, causing the Web site 
URL and description to  be displayed by a previously 
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# D e f i n e  a  p r o t o t y p e  f o r  a l l  Web i c o n s  
c l o n e  H y p e r l i n k  V i s u a l  

a d d  H y p e r l i n k  C 
s t a t e  C 

u r l  " "  
desc  " "  

> 
a p p e a r a n c e  E  

shape  { s p h e r e )  
d i f f u s e c o l o r  CO.0 0 .0  1 . 0 )  
r e p T y p e  C s u r f a c e l  

1 
b e h a v i o r  C 

# I n i t i a l i z e  h y p e r l i n k  
i n i t  C u r l  d e s c  p o s  s c e n e  window)  C 

a d d s t a t e  u r l  f u r l  
a d d s t a t e  d e s c  f d e s c  
send  C g e t s e l f l  move " a d d  Spos "  
a d d  Oscene " s u b o b j e c t  C g e t s e l f l "  
send  f w i n d o w  addEven t  " C g e t s e l f l  C B u t t o n - I  CopenUr l  { I ) )  { B u t t o n - 2  CshowDesc E ) ) ) "  

# Open t h e  URL  
o p e n U r l  0 Csend wwu f e t c h  " C g e t s t a t e  u r l l " 1  

# D i s p l a y  t h e  d e s c r i p t i o n  
showDesc Csend m e t a v i e w e r  d i s p l a y  " C g e t s t a t e  d e s c l " )  I 1 

# I n i t i a l i z e  a n  i n f o r m a t i o n a l  Landscape  
c l o n e  s c e n e  V i s u a l  
c l o n e  window V i e w e r  
send  window i n i t  { s c e n e )  

# C r e a t e  a  Web s i t e  i c o n  
c l o n e  h l i n k  H y p e r l i n k  
send  h l i n k  i n i t  C " h t t p : / / u w w . s d s c . e d u / H o m e . h t m l "  

"SDSC home p a g e "  " - 2 . 3  - 2 . 0  1 . 0 "  s c e n e  u i n d o u l  

# Use t h e  SDSC m o d e l  g e o m e t r y  
add  h l i n k  { a p p e a r a n c e  Cshape C b o x l ) )  

- 

Figure 1 
An Implcrncntation of a World Widc Wcb Icon in the Abstract Visualization Language 

defined interface widget called the melul/it.u~er The 
AVL command getself, which is used within the init 
behavior body, returns dic name of the object on 
which the behavior was callcd, thus allowing applica- 
tions programmers to  write generic behaviors. The 
other AVL commands, getstate and addstate, arc 
shorthand for "get [getself] state ..." and "add [getself] 

{state . . . } ." 
Once the Hyplinkobject is defined, a scene, a dis- 

play window, and a Wcb site icon are created. The 
Tecate scene object is cloned ti-om the Visual object. 
The window object, cloncd from thc predefined 
viewerobject, is the viewport into wluch the scene is 
to be rendered. Finally, hlinkis a Wcb site icon whose 
appearance differs from that which is inherited from 
the Flyperlinkobject. lbther than being spherical, the 
shape of the hlink icon is a unit cube. 

Tecate's Architecture 

The general structure ofTecate and how it relates to 
application programs is depicted in Figure 2. Tccate 
consists of a kcrnel, a set of basic system services, and a 
toolkit of predefi ned objects. The Tecate kernel, which 
is shown in Figure 3, is an object management system 
called the Abstract Visualization Machine; AVL is its 
nativc language. The Abstract Visualization Machine 
is responsible for creating, destroying, altering, ren- 
dering, and mediating communication between 
objects. The two major components of the Abstract 
Visualizatjoll Machine arc the Object Manager a i d  
the Rendering Engine. 

The Object Manager is the primary cornpollent of 
the Abstract Visualization !Machine. It is responsible for 
interpreting AVL programs, managing n database of 
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Figure 2 
Thc Tccatc System and Its l<chtionship to Application 
Programs 

APPLICATIONS 

4 

objccts, mediating comniunication between objccts, 
and interfacing with input devices. The Objcct 
Manager is itsclf a resource object that is distinguished 
by rhc fact that all other resource objects are spawncd 
from this one object. In addition, the Object Manager 
is responsible for creating a distinguishcd dynamic 
object, called Roof. horn which all other dynamic 
objects can trace their heritage through prototype- 
clone relationships. 

The Objcct Manager is implemented on a simple, 
custom-built thrcad package. Each object within 
Tccate can bc thought of as a process that has its own 
thread of control. Each thrcad can be implemcntcd 

I 

t 
SYSTEM 
SERVICES 

either as a lightweight process that shares the same 
machine context as the Object Manager's operating 
system process or as ~ t s  own operating system proccss 
scparate from that of-the Objcct Manager. Lighnvcight 
processes are so named becausc their use requires little 
system overhead, which enables thousands of snch 
prtxcsscs to bc active at any gvcn time. Within Tecatc, 
dynamic objccts arc implemented as lightweight 

I + 

I INTELLIGENT 
VISUALIZATION 
SYSTEM I 

t 1 t 
KERNEL 

TECATE 

processes, whereas rcsource objccts arc implemented 
as heavyweight operating system processes, which may 
or  may not be paired with a lightweight, adjunct 
process. A low-level fi~nction library is provided to 
handle the creation and destruction of threads and 
to handlc interthread communication regardless of 
how the threads are implemented. 

Closely allied with the Object Manager is the Ken- 
dcring Engine, which is a special rcsource object 
wholly contained within the Abstract Visualization 
Machine. The Rendering Engine is responsible for 
creating a graphical rendition of a virtual world that is 
specified by AVL programs interpreted by the Object 
Manager. When interpreting an AVL program, the 
Object Manager strips off appearance attributes of 
objects and sends appropriate messages to  the Ren- 
dering Engine so that it can maintain a separate display 
list that represents a virtual world. Display lists are rep- 
rcscnted as directed, acyclic graphs whosc connectivity 
is determined by object-subobject relationships t.hat 
are specif cd within AVL programs. 

The present Rendering Engine implementation 
uses the DorC graphics package running on a DEC 
3000 Model 500 workstation.' The &splay lists that are 
created by invoking be.haviors within the Rendering 
Engme are actually built up and maintained through 
1)ork. Thc set of messages that the R e n d c ~ g  Engine 
responds to  represents an interface to  a platform's 
graphics hardware that is independent of both the 
graphics package and the &splay device. 

Layered on top of the Abstract Visualization 
Machine arc Tecatc's system serviccs and the object 
ttmlkit. The system serviccs consist of a collection of 
resource objects that are automatically instantiated at 
system start-up. These resources include an expert 
system called the Intelligent Visualization System, 
the Database Interface, the WWW Interface, and a 
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OBJECT MANAGER 
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DATABASE 

INTERFACE PY 

Figure 3 
l>ctail ofTccarc's Kernel (the Abstmct Visualization Machine) and the System Serviccs Provided by Tecatc 



\jisualization programming system called KigRi\rer. 
Figure 3 shows these resources in relationship to 
Tecate's kernel. Each resource is a Tecatc object that 
has a number of  predefined beha\.iors that can bc use- 
hl to applications programmers. For instance, the 
WVW Interface has a behavior that fetches a data tile 
referred to by a URL and then translates the file's con- 
tents into an appropriate AVL program. 

The toolkit within Tecate is a set of predefined 
dynamic objects that programmers can use to de\felop 
applications. These objccts arc considered abstract 
objccts in the sense that they arc not intended to  be 
used directly. Kather, thcy serve as prototypes from 
which clones can be created. The toolkit consists of  
objects such as viewports, lights, and cameras that arc 
used to illuminate and render virtual \vorlds. The 
toolkit also contains a modest collcction of 3-D uscr 
interface widgcts that can be used \vithin virtual 
worlds created by an  applications programtner. These 
widgets include sliders, menus, icons, legends, and 
coordinate axes. 

One usefill object in the toolkit that aids in sirnular- 
ing physical processes and helps in performing aninia- 
tions is a clock. This objcct is an event generator that 
signals every clock tick. If objects wish to be i~iformcd 
of  a clock pulse, those objects rcgistcr thcn~sclvcs with 
the clock object just like objccts rcgistcr thcmselvcs 
with input device agent objects. The detiult clock 
object can be cloned, and each clone can be instanti- 
ated with a difkrcnt clock period down to a resolution 
of  one millisecond. Any number of  clocks can be tick- 
ing simultaneously during a Tccatc session. Since nc\v 
clocks can be crcatcd dynamically, and objccts can reg- 
ister and unrcgister to  be infor~ncd of clock pulscs 
on-the-fly, clocks can be used as timers and triggers, 
and as pacesetters. 

Application Resources 

Tccatc's system services arc prcdctincd application 
resources that i d  in interactively \,isualizing data. As 
mentioned pre\iousl!r, these objccts includc the Intel- 
ligent Visualization System, the Database Interface, 
the W\W Interface, and the BigItiver visualization 
programming system. In addition, an applications pro- 
grammer can easily add new application resources 
using tools provided with the basc Tecatc systcm. Such 
new resources can be built around either user-written 
programs or  co1iirncrci31 off-the-shelf applicntions. 
To  create a new application resource, .i programmer 
needs to  provide a set of ftlllctions that can be invokcd 
by other Tecatc objects. These filnctions correspond 
to  belia\liors that are callcd \\then the resource recci\zcs 
a message from other objects. Tools arc provided 
to register the behaviors \vith Tccatc: and to managc 
tlie coninl~~nicat io~i  bcn\,cen n resource and other 
Tecate objects.'.' 

The Intelligent Visualization System 
The Intelligent Visualization System allows Tecate to 
dynamically build interactive visualizations and user 
intcrfaccs tiiat aid nonespert end uscrs in exploring 
data spaces. This knowledge-based system is similar in 
concept to other expert \~isualization systems, as the 
literature The Intelligent Visualization 
System diffcrs From other expert visualization systems 
in nvo important ways. First, the Intelligent Visualiza- 
tion System does not rncrely create a presentation of 
information as d o  most other systems. Instead, tlie 
Intelligent Visualization Systcm creates virtual tvorlds 
with which end users can interact to alter the \\lay data 
is presented, to make queries fix additional data, and 
to store ne\v data back into data spaces. 

The second \\lay the Intelligcnt Visualization Systcm 
diffcrs fiom expert visualization systems is that it takes 
a holistic approach to  hshioning a visualization. Most 
systems dccomposc data into clcmentary components, 
dctcrminc ho\-\t to visiralize each component separately, 
and thcn rcco~nposc the individual visualizations into 
a final prcscntation. In contrast, Tccatc's Intelligent 
Visualization System analyzes the fill1 structure of data 
by relying o n  a sophisticated data model based on the 
mathematical notion of fiber b ~ ~ n d l e s . ' ~  " One \-\lay to 
vie\\. fibcr bundles is as a generalization of the concept 
of' graphs of mathematical fi~nctions. 1)cpcnding on 
the c11aractc1- of a fibcr bundle's indcpendcnt and 
dependent \par-iablcs, certain visualization techniques 
are more applicable than others. 

In general, the Intelligent Visualixation System 
automatically crafts virtual \vorlds based o n  a task spec- 
itication and a description of the data that is to be visu- 
alized. A task specification represents a high-level data 
analysis goal of \\That an end uscr hopes to understand 
from the data. For instance, an end uscr may wish to 
dcter~ninc ifthere is any correlation bcn\lccn tempera- 
ture and tlic dcnsity of liquid water in a climatology 
data set. Usually, task specifications must be input by 
an end uscr, although at tirncs they can be inferred 
automatically by the svstcm. Tccate pro\fides a simple 
task language from \vhich task specifications can be 
built, and it PI-ovidcs a point-and-click tool for end 
uscrs to create these specifications urlicn needed. Data 
descriptions, o n  the other hand, d o  not  rccluirc any 
end-user i n p ~ ~ t  because they arc provided automati- 
c;llly by a data-space interface \ \hen data is importcd 
into the sysre1ii. 

From tlic clnta description ,~nd task spccifcation, 
a l'lilnner \\,itliin the Intelligent Visualization Systcm 
produces a dataflo\v program that \\,hen erec~ltcd 
builds an appropriate virtual \\,orld that represents 
a selected data set. Tlic Planner uses a collection of  
rules, definitions, and relationships that nrc stored in 
a kno\\.ledgc basc \\,hen building a visunlization 
that .lddrcssc.\ .I given rask spccifcation. <:ontents of  
the knowlcdgc base include kno\illcdgc about data 
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models, user tasks, and \lisualization techniques. The 
Planner functions by constructing a sentence within a 
dataflow language defined by a context-sensitive graph 
grammar. At each step in the construction of  the sen- 
tence, rules in the knowledge base dictate ivhich pro- 
ductions in the grammar are to be applied and \\then. 
Presently, the knowledge base is implemented using 
the Classic knowledge representation system; tlie 
Planner is implemented in CLOS.'"'" 

BigRiver 
The dataflow program produced by the Intelligent 
Visualization System is written in a scripting language 
that is interpreted by BigRivcr, a visualization pro- 
gramming systcm similar to  AVS and Khoros.'.' From 
a technical standpoint, BigKiver is not particularly 
innovative and will eventually be reimplemented using 
some existing \~isualizarion systcm tliat has morc fi~nc- 
tionalit).. Tlie reason that Bigliivcr \\!as created fi-om 
scratch was to better understand how existing visual- 
ization progranlming systems work and to overcome 
limitations within thosc systems. These limitations are 
their inability to be embedded within othcr applica- 
tions, their lack of  coniprcliensivc data models, and 
their inability to work with user-supplied renderers. 
Thc latest generation of visualization programming 
systems, such as Data Explorer and AVS/kxpress, 
overcome man)? of these limitations."~' 

Like niost of the existing visualization systems, 
Bigliivcr consists of a collection of  procedures called 
modules, each ofu~hich has a \vcll-defined set of inputs 
and outputs. Functional specifications for these mod- 
ules represent some of  the kno~vlcdge contained in the 
Intelligent Visualization System's knowlcdgc base. 
Visualization scripts that are iritcrprcted by BigRiver 
specib module parameter values and dictate h o ~ v  the 
outputs of chosen n~odules are to be channclcd into 
the inputs of  others. 

BiglGver modules come in tlircc varieties: 1/0, data 
manipulators, and glyph generators. All modules use 
self-describing data ti)rmats based on fiber bundles. 
One forniat is used for nianipr~lation within memory; 
tlie othcr is an on-the-wire cncoding intended for 
transporting data across a nchvork. An input n~odule  
is responsible for convcrti~ig datn stored in thc on-the- 
wire encoding into the in-memory forniat. The data 
nianipulator niodulcs transform ti ber bundles of one 
in-memory forniat into thosc of another. The glyph 
generators take as input fiber bu~lclles in the in-memory 
t i~rmat anci produce AVI, progmms that \vhcn cxccl~ted 
build virti~al r\lorlds containing objccts tliat represent 
feati~rcs of selected data sets. A single display module 
takes as input AVL code and passes it to the Abstract 
Visualization ivlachinc. By means of the Rendering 
Enginc, tlie Abstract Visualization Machine uses the 
appearance attributes of objccts to create an image of 
a virtual world that contains the ol>jects. 

The Database lnterface 
Tlie Database Interface provides the means to  interact 
with a database management system, which in the cur- 
rent version of Tecate can be either POSTGKES o r  
I I Iu~ t ra . '~~ '  lhtabase queries, written in POSTQUEL 
for POSTGRES-managed databases o r  in SQL for 
lllustra databases, are sent to the Database Interfice by 
Tecate objects where they are passed to  a database 
management system server for execution. The  server 
returns the query results to  the Database Interface, 
\vhich then attempts to package them up as an on-the- 
wire encoding of a fiber bundle bufkred on  local disk. 
If the result is a set of tuples in the standard format 
returned by POSTGlW,S o r  Illustra, the Database 
Interface performs the fiber bundle translation. For 
most other nonstandard results, the so-called binary 
large objccts (BLOBS) of  the database realm, the 
1)atabase Intcrface cannot yet arbitrarily perform the 
translation into the on-the-\\/ire fiber bundle encod- 
ing. The only BLOBS that the Database Interface can 
deal with presently arc those that arc already encoded 
as on-the-wire fiber bundles. The dit'ficult problem of  
automated data format translation was riot addressed 
during Tccatc's initial dc\~elopnicnt, although the 
intent is to address this issue in the future. 

Oncc qucry results are buffered on disk, a dcscrip- 
tion of thc fiber bundlc and the location of the buffcr 
are sent back to the object that made the query 
request of  the Database Intcrface. That object might 
thcn request the Intelligent Visualization System to 
structure a virtual \\lorld whose image would appear 
011 the display screen by \\lay of Rigkvcr and the 
lkndering Engine. Objects in the virtual world can be 
given behaviors that arc clicited by user interactions. 
These behaviors might thcn result in  t i~rther dacabase 
queries and so  on. Chains of  events such as these pro- 
vide a means for browsing databases through direct 
manipulation ofobjects \tithin a virtual world. 

The World Wide Web Interface 
Tlie W V  Interface functions siniilarlp to the 
lhtabasc J~itcrface but instead of  accessing data in 
a database, the WnV Intcrface provides access to data 
stored on the World Wide Web. Messages that contain 
URLs arc passed to the WWW Intcrface, which then 
fetches tlic data pointed to by the URLs. In retrieving 
data from the Web, the WWW Interface uses the same 
<:Elm sohvare libraries used by Web browsers like 
Netscape. 

Oncc a data file is fetched, the W W  Intcrbce 
attempts to tra11s1:ltc its contents into an AVL pro- 
gram, ~vliicli is then passed to  tlie Object Manager for 
interpretation. AVL either specifies tlie creation of  
3 new virtual \vorld that represents tlie data file's con- 
tents o r  specifies lie\\{ objccts that are to populate the 
current \vorld being vicwcd. I f  the fetched data file 
contains a stream of  AVL code, the WVW Intcrface 
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merely forwards the file to the Object Manager. If the 
file contains general data in the form ofan on-the-wire 
encoding of  a fiber bund.le, the WWW Interface 
appeals to the Intelligent Vis~~alization System t o  
structure an appropriate virtual world. If  the data file 
contains a stream o f  HTML codc, the WWW Interface 
invokes an internal translator that translates HTIMI. 
code into an equivalent AVL program, which is then 
idterpreted by the Object Manager. This interpreter 
actually understands an extended version of  HTM L 
that supports the direct cnlbedding of  AVL within 
HTML documents. Through this mechanism, 3-D 
objects with which users can interact can be embedded 
directly into a hypertext Web page-something that 
few if any other Web bro\vscrs can d o  today. 

Example Applications 

Applications that browse the contents of data spaccs 
and then interactively visualize selected r c s ~ ~ l t s  have 
the same overall structure. One  browser application 
component acts as a data space interface, and through 
this interface queries are posed, query results arc 
imported into the application, and data generated by 
the application is stored back into a data space. Once 
data has been imported into the application, a second 
component must map the data into some appropriate 
virtual world. Finally, a third cornponcnt must rnanagc 
any interactions that may take placc between an end 
user and elements that populate the virtual worlds that 
are created. 

In creating an application using Tecate, the lhtabasc 
Interface and the WWW Interface represent resources 
that can be used to form the application's data spacc 
interface. The mapping of  data into a representative 
virtual world can utilize Tecatc's Intelligent Visuali- 
zation System and the Bigfiver vist~alization program- 

ming system. Finally, the management o f  these worlds 
can take placc through AVL programs that exercise the 
features of Tecatc's Abstract Visualization Machine. 
Thc following two examples that were implemented in 
AVL illustrate how Tccate can be used to create applica- 
tions that brourse data spaces. 

Visualizing Data in a Database 
A simple example of  an application that exploits 
Tecate's fcaturcs is onc that browses for carth science 
data in a database and then provides \~isualizations of 
that data. The initial uscr interbcc for this application is 
built using a collection of  uscr interfice widgets, where 
each widgct is a Tccatc dynamic object. Because the 
Tccate system docs not vet have a con~prehensivc 3-D 
widgct set, some widgets still rely 011 two-dimensional 
(2-1)) constructs provided by the Tk widget set that 
is inqkmentcd on top of the Tcl lang~agc:~' 

Figure 4 depicts the flow of messages bchveen some 
of the more important objects that are used within the 
application. One  object is the Map Query Tool that 
is used to make certain graphical qucrics for carth 
science data sets whose geographical extents and timc 
stamps fall within user-specified constraints. The  tool 
is built around a world map on  which regions of  inter- 
est can bc specified (see Figure 5). When a user marks 
a region of interest o n  the map and selects a temporal 
range, a query message is scnt t o  the Database 
Interface. The  result of  the query is returned to the 
Map Query Tool, which then forwards a description 
of the result to the Intelligent Visualization System. 
To structure an appropriate visualization, an inferred 
select task directive accompanies the result. The ensu- 
ing script produced by the Intelligent Visualization 
Systcm is executed by Bigl3vcr, which produces a 
stream of AVI, codc that is scnt to the Abstract 
Visualization Machine tbr interpretation. 
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Figure 4 
Message Flow bcbvcen Important Objccts in tlic Earth Scic~lcc Application 
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Figure 5 
Thc Map Qucry Tool Sho\\.ing a Visualiznuon ofa Qucry Rcsult 

This AVl, program crcates a nc\v \~irtual world tliat 
consists of a collection of  3-11 objccts. Each object acts 
as an icon that corresponds to one data set tliat \\*as 
returned as  tlic result o f t h e  initial query (scc Figure 
5). The Intelligcnt Visualization System also builds 
in nvo behaviors fix cach icon. I)cpcndi~ig on how 
a user sclccts an icon, either the mctadata associated 
with thc data sct reprcscnted by the icon is displapd in 
a scparatc window o r  a query message is s c ~ i t  t o  the 
Databasc Interface recluesting the actual data. In  
the latter casc, tl.lc Map Qucry 'l'ool again for\\,ards 
thc query result to the Intclligcnt Visualization Systen~, 
and anothcr \lirtual world containing objccts rcpre- 
senting data f ca t~~rcs  is crcatcd and displayed with 
thc aid o f  Bigkvcr and the Abstract Visunlization 
Machinc. In general, data csploration proceeds this 
way by creating and discarding virtl~al \vorlds bascd on 
intcractions with objccts that populate prior worlds. 

M c r  selecting an icon to actually view the data asso- 
ciated with it, an end clscr is asked by the Intelligent 
Visualization Systcm to input a task spccificatio~i using 
a Task Editor. (;cncrally, data sets can be visualized in 

many different \va)a. The Intelligent Visualization 
System uses the task specification to sclect the one 
visualization that best satisfies the stated task. After 
a task spccificatioll is cntcrcd, a visualization of  the 
selected data set appcars on the scrccn. Thc  BigRiver 
dataflo\v program that the Intelligent Visualization 
System creates to d o  that visualization can be editcd by 
hand by lino\vledgeablc cnd users to ovcrride the deci- 
sions made by the system. 

F i g ~ ~ r c  6 sho\vs a Task Editor and a visualization 
crafted by the Intelligcnt Visualization System afier an 
end user selected a data-set icon. Thc visualization rep- 
resents hydrological data that consists o fa  collection of  
tuples, cach corresponding to a sct of measurements 
made at  discrete geographical locations. Rascd on  
the task spccifcation that the cnd user entered, the 
Intelligent Visualization Systcm chose to map the data 
into a coordinate systcm that has axes that represent 
latitude, longitude, and elevation. Each sphere repre- 
sents an individual measurement sitc, whose color is 
a fi~nction of  the mean tcrnpcrature. When an end user 
sclccts a sphere, thc actual data values associated with 
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Figure 6 
Task Editor Sho\ving a \'isualization ofHydrological l h t n  

the location rcpresentccl by the spI1c1-c nrc clisplaycd. 
In acirlition, the Intelligent Visunliznriotl System auto- 
niatically places into the \ ' i~-t~lal \\,orld of tllc visualiza- 
tion a color Icgcnd to help rclatc splicre colors to mean 
temperature \,alucs. 

Figure 7 depicts another \.irtu,ll \\-orld she\\-ing a 
visualization ofdnta-set output froln a rcgio~lal clirn;ltc 
model progr.Im. The dnrll set is .i 3-1) arra!. i~icicscd b!, 
latitu~.lc, lorlgitudc,  id clc\,ation. Each arr;i!, clcmclit 
is u tuple thnt contains clot~d tiensin, \\later content, 
and tcmpcrxurc \ralucs. In this rnst.ilicc, tlic cnd Llscr 
entered n task spccific,ltio~i th'lt st~tcci tl~;it the spatial 
\ ~ a r i a t i o ~ ~  i r i  tcnlpcratL1rc \\rcis o f  p~. i~i i i~~-y ir i i l~orta~~cc.  
Thc Intelligent Visu.lliz~tion S!,stcm rcspondeci 17\, 

specifiring a \~isu,ilization tl~,lt rcpl-csc~itcd tllc tcmpcr- 
aturc data as all isosurtkc, i.c., .I s~rrLice \\,hose points 
all Ila\.c the snrnc \.nluc for the tcl1ipcrntul.c. l~icl~~ticci  
in the \.irtllnl \\.orld is .i \\,iclset tli.lt can be used to 
change the isosurf~cc \-alue and thc field \.nrinble tll.it 
is being sti~dicd. 

The isosurElcc \\-idset that appears in the \vis~~:llizn- 
tion sho\vn in Figure 7 is ofspcci.11 interest bccausc of  
the way that it is implemented. F,mbcddcd in tlie tool 
is a slidcr that is ~ ~ s e d  to change the isosurthcc \.nluc. As 
\\.it11 most slidel-s, the slicicr vnluc indicator ;lutornati- 
cally moves wlicn a lnousc button is held do\\rn \\,liilc 

pointing at one of the slider ends. To achieve this sim- 
ple animation, Tecatc's clock object is used. When the 
mouse button is firs: depressed while thc cursor is over 
a slicicr end, the slidcr indicator registers itself to be 
inforrned of  clock ticks. From then on,  at every clock 
tick, the indicator rccci\~cs an update message ti-om the 
clock, at \vhich tirnc the indicator repositions itself and 
incrc~nents or  decrements the current slider value. 
When the mouse button is released, the slider sends 
a nlcssage to RigKi\ler indicating that a new isosurface 
is to bc calculated and displayed. In  addition, the slider 
i~lclicntor unrcgisters itself from the clock signaling 
that it no longer is to receive the update Incssagcs. In 
gcrlcral, applic;itions ciln use this same clock mccha- 
nism to pcrfor~n rnorc elaborate animations. 

A 3-0 World Wide Web Browser 
In the T e c ~ t c  Web browser, exploration o f t h e  World 
Wide Wch and its contents occurs by placing an end 
user onto  an informational landscape. This la~ldscape 
is ;I 3-D \.irtuaI \vorld \vhosc appearance reflects the 
cor~tcnt and the structilrc of a designated subset of  the - 

entire Wcb. Upon application start-up, an end user 
is prcsentcd with an initial i~lforrnational landscape 
t1i;lt consists of a planar map of  the earth embedded 
in a 3-D spncc, as sho\vn in Figure 8. In general, tlie 



-- 

Figure 7 
Task Editor Sho\\~ing a Visualization of Regional <;lin~ate Data, Including .in Isosurticc and .I User Intcrf<lcc Widgct 

initial informational landscape can be any 3-13 scene 
and docs not have to  be geographically bascd. For 
instancc, an informational landscape might be a virtual 
library \vhcre books on shelves serve as anchors for 
hyperlinks to different Web sites. 

In the present browser application, sclcctcd Web 
sites appear as 3-D icons on  the world map. These 
icons are positioned either in locations where Web 
servers physically reside or  in locations referenced 
within Web documents (see Figure 8). A iiser places 
information that describes these sites into a database 
that serves as an elaboration of  the hot list of  current 
hypertext-based browsers. When the browser applica- 
tion is first started, it sends a query for the initial com- 
plement of Web sites to  the Database Interface. The 
browser application then invokcs a BigRiver script that 
visualizes the results by placing icons representing 
each site onto  the world map. 

Suspended above the world map is a 3-D user inter- 
face widget that is used to query a database of  Web 
sites that are of interest t o  an end user (see Figure 8). 
This database, where the initial set of Web sites is 
stored, includes information such as URLs, keywords, 
geographical locations, and Web site types. Currently, 

Amplitude Sensivlty 
Reset Set Dlsrn~ss I 

Ready 

Figure 8 
Tecare Wcb Rrowscr Ink)rn~ational Llndscapc Showing 
W\VW Sitcs llcpicted as 3-1) Icons on a Map of thc World 

Vol. 7 No. 3 1995 77 



individual uscrs arc I-espousiblc for maintdining tlicir 
own databases by adding or  removing Web sitc entries 
by hand. An automated means for building thcsc data- 
bases can be easily added to rhc broivser application so 
that Web information could be a c c ~ ~ ~ ~ ~ l . i t c d  0;isccj 011  

where and wllen vi elid user tr~vcls on the Web. 
During a bro\\lsing session, thc Web Q ~ l c r y  'Tool 

allows arbitrary SQL qi~crics to be posed to the 
database by an end user. 111 ntlclition, tlie Web Qucr!' 
Tool has provisions to  allo\v packaged q~lcrics to  be 
initiated by a si~nple click of  a Inouse button. I n  hotli 
cases, queries are sent to  the 1)atabasc IntcrKicc for 
forwarding to the appropriate dntnbasc scr\fcr. T l ~ c  
Databasc Interface packages up the cluery rcsults ns 
on-the-wire fiber bundles which are returned to  the 
Web Qucry Tool. Tlic Web Qucrv Tool the11 in\rokes 
a Bighver script, \\~hicli con\,crts tlie fiber b u ~ ~ i i l c  d n t ~  
into AVL code. 'This codc, \\,hen interpreted by tlie 
Object Manager, creates a visu;ilization of  the Web 
sites that satisfies the query. Gcncrally, a \,isualization 
such as this consists of placing o11 thc ivorld map a set 
of  3-D icons whose appearances arc a ti ~nction OF the 
Web sitc type. However, query rcsirlt visualizations 
need not [JC limited to an  organization based o11 g o -  
graphical position. For inst;lncc, a cluery for the con- 

tcnrs of an end L I S C ~ ' S  O\\'II f le directory r c s~~ l t s  in a 
~ic\\ '  informational landscape that consists of an evenly 
spaced grid of icons suspcndcd \vithin a room, zi 
sho\\,n in Figure 9. 

F.ncli icon t h ~ t  L I ~ I ~ C ~ ~ S  \\rithin an informiitional 
landscape is cloned from an AVL H~pc>r-litrk abstract 
object that stores its URI, i l l  a state variable. Each Wcb 
sitc icon i~~liel-its from the Hyperlink prototype a 
bcli,i\ior that causes d;ita ~x) i~ i t cd  to by  its lJRL. state 
\~ariahlc to be fetched by Incans of  tlie V W V  Interface 
\\.lien tlie icon is sclccrcd. When the data is drawn 
x ross  tllc Web, Tecarc's 'WWW Interfacc attempts co 
structll1.c ,i \,is~~~llization of it. Figure 10 summarizes 
tllc mcssagt: tlonr bcn\pccn tlic more important objects 
\\itliin the Wcb bro\vscr application. 

If .In end user selects an icon and a Web scrvcr 
rctul-ns a stream of HTML,, the kVlV%V Intcrfi2cc trans- 
late5 the stream into AVI, and displays the result o n  tlic 
base ofan in\-ertcd ~yramid  \\.hose apes is cc~ltcrcd o n  
tlic clioscn icon (scc Fig111-c 1 1 ). The text and iningcry 
resulting from tlic HTMI, appear similarly as they 
~vot~l i l  \\,hen \isualizcd using a hypcrtcxt-based 
bro\\.scr like Netscapc. Hy pcrlinks are rcprcsciltcd as 
Iiigliligl~tcd tcst, \\.hicli the user can follo\v by sclcct- 
iug the tcst. Tlicsc hyperlinks arc Tecatc objects that 

Figure 9 
Sample End-rlscr Nongcograp1iic;ll 11ik)rrnarional I ..lnclsc.npc 
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Figure 10 
Message Flow bctwccn In~portant Objccts in the Web Rrowscr 

Figure 11 
Results of a Tccatc Browsing Scssion Showing a Hyperlink and a Forest of  Pyramids That Represents the User's Travels 
on the Web 
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are cloned from the same Hypcrlink prototype as the 
Web site icons. If another HTML ciocumcnt is 
retrieved by following a hypcrlink, that docu~nen t  
is vie\-\red on the base of another in\,ertcd pyralnid 
u~hosc apes rests on the selected test ruid so  o n  (scc 
Figurc 1 1). Rather than lia\.i~ig to page back and forth 
between hypertext documents as \vith most hypcrtcst- 
based browsers, in Tecatc, an  end user 11ccds o~ily to 
move about the virtual \vorld to gain an appropriate 
viewpoint fioni \\rluch to csamine a desired document. 
Overall, as sho\\,n in Figure 1 1, a browsing session 
with Tccate's Web bro\\,scr I-csults in .I foi-rst o f  pyr,l- 
niidal structures that reprcscnt a pictorial history of 
an end user's travels on the Wch. 

Although Tecate's Web bro\vscr is capable oFvic~, -  
irig H'TML, docurne~its, its main purpose is not to 
emulate what can currently be done using hypcrtcst- 
based browsers, albeit using 3-11. Rathcr, the nc\v 
bro\\,scr is intended to visualize primarily more coni- 
plcx types of data. Wlic~i d ~ t a  does not co~isist of 
a stream of H1'ML code, thc W W  Interface attempts 
to visualize what was returned from tllc \jVeb. Tliesr 
visualizations can take place in virtual \vorlds separate 
from the informational la~ldscapc k o ~ i i  \\,hcrc the data 

rcqucst was initiated, o r  they can be placed ivitliin 
the original informational lanclscape. Figurc 12 depicts 
an csaniplc of a Web document that has embedded 
\\,ittiin it a ~n in iah~rc  virt11.11 world containing a modcl 
o f  3 car. An end user can kcely intcmct with this model 
to initintc any behavior dcfried for objects populating 
the sub\vorld. For instancc, selecting tlic car \\,it11 the 
rnousc causes the car \vllccls to spin. Figurc 13 shows 
tlic AVI.. code embeddcd in the HTML pagc for the 
Web document sl io\\~~i in Figurc 12. 

Conclusions 

Tecatc provides the infrastructure on  which applica- 
tions can bc created For browsing and visualizing data 
from ncn\,orkcd data sources. Architcct~~rally, 'kcate 
sccks to bring together into one packagc uscful fea- 
tures ~ L I I X ~  in \.is~~aIization s!stems, network browsers, 
database kont ends, and \,irtual reality systems. As a 
tirst prototype, Tecatc  as created using a breadth-tirst 
dcvclopnlcnt stratcg). That is, de\felopers deemed it 
essential to frst  utidcrstand what components urcre 
~ ~ c c d c d  to  build a general data space exploration ~~t i l i ty  
and the11 dctcrrnine ho\v those components intcract. 

Figure 12 
Example o f a  Web Document with Ernbcddcd 3-1) Virtual Wr ld  
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<HEAD> 
< T I T L E > T h e  T e c a t e  c a r  d e m o < / T I T L E >  
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<BODY> 

< H I > T h e  T e c a t e  c a r  d e r n o < / H I >  
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A G l o b a l  v a r i r b l a s  
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s e t  p a t h  " / p r o j e c t s / a 2 k / s h r r e d a t r "  
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add C a r p a r t  { 
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a p p e a r a n c e  C 

r e p T y p e  n u r f a c e  
I n t e r p T y p e  s u r f a c e  

> 
b s k a v i o r  C 

around  S m r ~ a )  
t o r  { s e t  1 0 1  C S 1  < 3601 C l n c r  1  C g e t s t s t e  e n g l e l )  C 

d e n d  C g e t s e l f l  r o t a t e  " a d d  0 [ g o t s t a t e  a n g l e 3  0 "  
1 

1 
> 

1 

I b e t l n e  c a r  b o d y  
c l o n e  c a r - b o d y  C a r P a r t  
add c a r - b o d y  C 

a p p e e r a n c c  C 
r c p l a c a n a t r i x  { r o t a t e  fO.0 0.0 9 0 . 0 ) )  
s h a p e  C A L i m s O b j  " S p 8 t h / c a r , b o d y . t r i " >  

1 
1 

# D e f i n e  g m n a r i c  w h e e l  
c l o n e  u h e a l  C a r p a r t  

I D e f i n e  c a r ' s  f ~ u r  w h e e l s  
c l o n e  b s t k - r l p h t  C a r P a r t  

d A r a e m b l e  c a r  
c l o n e  u h e s C ~  C B r P a r t  
add  w h e m l s  < s u b o b j e c t  { b a c k - r i g h t  b a c k - l e f t  f r o n t - L e f t  f r o n t - r f g h t 1 3  
c k o n e  c a r  C a r p a r t  
r d d  e s r  I 

a p p a a r a n r e  C r e p l m c e m a t r i x  C t r a n s l a t e  C28.0 -8.0 3.03 r o t a t e  C90.D 9D.0 0 . 0 ) ) )  
r u b ~ b l e c t  { c a r - b o d y  w h e e l s )  

# 
a d d  STEC-YEB-PARENr { s u b a b j e c t  { t a r ] )  

I B i n d  p i c k  e v e n t s  t o  c a r  
r e n d  ITKC-WEB-WIN a d d f v e n t  { w h e e l  { P i c k - S h i f t - B u t t o n - I  C ~ o C - u h e m L ~  € ) I ? )  
send  ITEC-WEB-WIN a d d E v e n t  C w h r a l  C P i e k - B u t t o n - 1  { a r ~ u n d  C>)l) 
s e n d  tTEC-WEB-WIN addEvcnt  C c a t  C P l c k - B u t t o n - 1  C ~ r a u h d  { ) I ) )  
< I A V L b  

<PRE> 
B u t t o n - I  o n  c a r  t o  r o t a t e  t h e  c a r  <BR* 
B u t t o n - I  o n  a  w h e e l  t o  r o t a t e  t h e  w h e e l s  <BR> 
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<HR> 
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</BODY> 

Figure 13 
AVI. <:ode tmbeddcd in thc HTi\/11. I'ngc for thc \?Vcl> Llocu~ncnt Exnmplc 
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This tic\.clopment strntcpy tr.ldcti off the f ~nctionality 
o f  i~iiii\~idual components  for the complctcncss of 
a fi1ll!1 running \'isualizntion s\.stc~ii,  

In t c r n i  o f  ncllic\,i~ig its clcsign goals, rllc 'l'ccatc 
effort has bee11 modc~.atcl!. S L I C ~ C S S ~ L I ~ .  Tcc;ltc call no\\ .  
pro\.idc inrcrfnccs t o  t\\o kind o f  t i a n  sp;lics: the 
World Wide LVeb and d;lr,lh;lscs nlanagcd b!, tlie 
POSI'GRES and 1llustr;l Jar.lbasc ~ i i ~ ~ n a ~ c r n c n t  sys- 
tems. In  ndilition, intc~.F,iccs t o  o ther  dnn sp.lces call 
bc i~nplcmcntcd casil!. b!, c ~ . c a t i ~ ~ g  ~ .c jou~ .cc  
objccts using the tools PI-o\.idcd by Tcc,ltc. Il.luch 
\\.ark still ncctis t o  be done,  ho\\-cvcr. For csamplc, tlic 
nttcniinnt data translation problem must be sntisfacro- 
rily sol\.cd; clnta passing through an intc~.facc that  
is storcti in o11c forn1;it s l l o ~ ~ l d  he :~utornaticall\, con-  
\rc~.tcd into Tccatc's fa\,o~.cd fol-mat and \,ice \tc~.s,i. 

LVIicn building visu3li~,1tions o f  darn, ~l'ccatc no\\ .  
~ ~ n d c r s r n n d s  dara that  lins n spccific conccpt l~al  stl-uc- 
~LIJ-e, i l l  pal-ticular, nrbitr,lr\. scts o f  tuples and multi- 
dimcnsionnl .lrrays \\.liere ,lI.rn\. cleme~nts be 
tuples, Al thougl~  dara r!,pcs 6-0111 man!, ~iil ' t i .~.c~it disci- 
plines possess such a s t r ~ ~ c t u r c ,  some nfpcs ~ . c ~ n . l i ~ l  tliat 
do  not,  for insrance, dnt.1 t11;lt 113s a lattice-like o r  pol!,- 
hcdral strllctLIre. Furthcrmol-c, Tccatc can no\ \ .  con-  
struct onl! crude visualiz,~tions o f t h e  dara ?.pcs rll;lt it 
docs untlc~-stand. Tlic prirnklr!. reason for this s1io1.t- 
coniing is that the b;lsic 11iod~1Ic set \\.ithill tI1c 
I$ i~ l< i \ , c~ .  ~.csou~.cc is inco~ilplctc, and the l i ~ ~ o \ \ . l c d g c  
base \\,itliin thc Intclligcnr Visu.llization Systcm con-  
tnins limited kno\\*lcJgc o f  \.isunlizntion tcch~liques 
that can be ~ ~ s c d  t o  transform dar.1 into \.irtu;ll \\-orlds. 

,At ~wcscnt,  -1-ccate cloes dyn~rnicall! craft simple user 
interfi~ccs and i~~tcract i \ ,c  \ , i s ~ ~ . ~ l i / , l t i o ~ ~ s  usi~lg its Intclli- 
gcnt V i s ~ ~ ~ ~ l i z , ~ t i o ~ ~  Sytc ln .  ' l ' l~is cspcrt s!,stcm t ~ l i c s  into 
account lioiv d m  is conccptu.lll!s structurcil and end-  
user tasks regal-ding \\.hat is t o  be understood fr-om tlic 
data. Still, the Intelligent \lisu~lization S!,stcm docs no t  
!.ct consider tiara sem;lntics, end-user prcfcrcncc.\, o r  
display s\,srcm cl~aracrcrisrics \ ~ l i c n  building \ . i s ~ ~ . ~ l i z ; ~ -  
tions. No~~cthc lcss ,  Tccntc docs p~.o\ride the ~np~lhi l i t ics  
t o  crcatc higl~Jy intcrncti\fc ;lpl>lic~tio~is. Sopliisticatcti 
e\,cnt Iinndling constructs nrc built into AVl,, ,lnd the 
I~ntclligcnt Visualization Systcm ~ l s c s  tllosc fc , l t~~rcs  t o  
automatiz.llly place ~ ~ s c r  intcl-hcc \\.idgets illto thc 
v i r t ~ ~ n l  \\.ol-Id.; it specifics. 

l i cgar t i i l i~  f ~ i t u r c  \\.o~.l<, I~opcf i~ l l \~ ,  succccdi~lg gcn-  
crntiolls o f  rile Tcc;~rc system \\.ill include m;ln!' new 
f c a t ~ ~ r c s  nnti cnhanccmcnrs. T h e  manngclncilt of 
objccts ncctis t o  bc rc\\~orkcd s o  tliat tlious.incis o f  
objccts c;ln be cfficicntl\ handled s i m ~ ~ l t n n c o ~ ~ s l ! ~ .  
Although Tcc.~tc  no\\.  builds \-irtual \\,orlds, \ - i~. t l~al  
renlit! gnc l~c t l - \~  Iias !.ct t o  1,c i~itcgratcd into the s\%- 
tern. Tlic Abstract Vis~~ali/ .ation L a n g ~ ~ a g c  ncctis 
Fcaturcs, .lnd it needs to be strcanilincd. I'ccatc call 
also h c n c f t  greatly tiom ;I more  complctc toolkit o f  
3-11 \\,itipcts tliat can be useti to intcrnct \\.it11 objects 
\\.ithill \ irtu.11 \\.orlds. Fillall!., the l lor t .  graphics s!.s- 

tern rliar Teeate I I S ~ S  should bc replaced \\,it11 a more  
mninstrcnm system likc OpcnGL,  \\lhich \\!ill allo\v 
'1-ccatc t o  1.~111 o n  n \\,icic \.aricty o f  hard\\,al-c plutfor~ns. 

Tcc,ltc is all csciting hy.stc111 to use and 211 excellent 
found.lrion horn \\.liicli t o  pursue fi~rtllcl- rcsc3rcIl and 
dc \ -c lopmc~l t  in the c\-ploration o f  generill darn spaces. 
li-catc nd\.anccs tllc stntc o f  the a r t  hy demonstrating a 
cornprchc~nsi\,e means t o  graphicall)f hro\\rsc for data 
nnci thcn intcracti\zcly v i s~~a l izc  data scts tliar arc 
sclcctcti. Tccnte nccomplislics these tasks by using an 
c \ - ~ ~ c r t  sys t t~ i i  that  aurom;iticnlly builds \ i~- tual  \\.orlds 
and h!, csploiting tlic tlcsibilin. o f  a n  intcrprcti\.e, 
object-oriented language that  describes tliosc \vorlds. 

Acknowledgments 

T h e  \\,ark described in this paper was supported by 
l>igit.ll Equipment  <:orporntion, tlie Uini\.crsity of 
(:alifol-nia, and the San 1)icgo Supercomputer  Center  
as part o f  the Scquoi ;~  2000 project. Wc \vould likc t o  
gi\.c spcii31 thanl<s t o  l-'~..i~ik Araullo, bliltc I<cllc!g, 
J o n n t l i , l ~ ~  Sliade, and (:olin S l ~ n r p  for their llclp i l l  c o ~ i -  
strutting tlic R c n t e  prototype. 

References 

2 .  /K/~o~.o.q I.:vc?I.:s .I~LIIIIILI/ ( A ~ ~ ) L I L ~ L I ~ I . L ~ L I C ,  A'. h l c . :  The 
[Jloros Gro~1l.7, l)cl~~1-t111~1it of Elcctt-icnl ;uid <:o111- 
putct- E ~ ~ g i ~ ~ c c r i n g ,  L'II~VCI-sit! of S c \ \ .  i \ / l ~ . \ i ~ o .  1902). 

4. I< .  I'.~usih ct nl., "Alice: A Ibpid Protot!.pillg S!.sccni 
ti)r \'i~.tunl Rc.llit\.," <;otu.sc Sores #2: I)c\-eloping 
. id \ -~~icc i l  \'irtud Reality i\pplicntio~ls, l '~r)~-c, t~l i~~,qs 
(!fl/)c~ :!(.:If ~SlG'G'/~~ll ' / /  Y-9 (,'OI!/&I.C~IIC~~ ( 1904), 

6.  1'. Srrnuss ;uid R. <:31-cy, Ol)icct-oric~~tcd 
31) C;I.;lpliics 'l'ool kit." 17~.occudi~r,qs r ! /  /ho /1(,:11 
.S/(,(,/?:I/'~/ '9.2 ( , ? ) I I / ~ , I I ~ ~ I C ~ O  ( I99 2 ) ,  

, /)o1.(; / ' I .O~IZIIIIIIIOI. .~ (,'ili(/o (Sallr.1 (;I.II.;I, (;dIif.: 
I < L I  hora Grnpl~iss <:ol.porarion, 1994). 

8. 1). Unp,lr 3nd R.  Smith, "Sclfi Thc I'o\vcr ofSimplic- 
it!.," .V(T'/'I;I.\- ,\btic.c,.\.. \-ol. 22, no .  12 ( L>cccnibcr 
l9S7): 227-241. 

9 I '  I<oihc\.al., "I'~.og~.;~mnling in Tccntc," 3\-,11lahlc o n  thc 
I ntcl.net n t  I~ttp://\\.\\ \\~.sd~c.cclu/Sl)S<:/lIcsci~r~I~/ 
\'isu;~li/.ation/Tc~i~tc/tcc~tc~htnil (Ma!. 1995). 



I .  C;. Ikll, A. l'ilrisi, n ~ i d  A;[. Pcscc, ".flit Virtual I<cnlity 
I\Iocicling L.uigungc S ~ ~ e c i t i c ~ r i o ~ ~ , "  a\.nil;ll)lc on  the 
Illtc~.ncr ;I( hrrp.//\ ~ .n~ l .~ \ , i r cd . co i~ i  ( So\.cnlhcl. 1994) .  

12.  1. \,Vllirc, "Tclcsc~,ipt 'l'cch~lolog!~: 'l'hc Fo~117ci.lrion for 
the Electronic h.lnrkctplacc," C;cncral hlagic \\.liitc 
paper (Sunny\-.llc. (;nlif,: Gc~lc~.nl  A-I.lgic, Inc. ,  1994) .  

13.  J .  Alcl<ccli;ln 2nd S.  IUlodcs, I ' I ~ ~ ~ I ~ I I I I I I I ~ I I , ~  ,/ill. /hc> 
,\(,IIYOII: .SO/III~III, /)(Y:(~(~)IIIOIII II.I//I i \ 2 ~ ~ 8 / o ~ ~ L S ~ . ~ - ~ p t  
((:alnL>ridgc, i\4.1ss.: Ac.itic~llic I'~.css I'rofcssiol~nl, 1994).  

14. ;\dohc S!.rtcms I~ l co~~pora rcd ,  l J o ~ i t ~ S c ' / ~ / ~ l  I.oi~,q~ir/~:,c 
N(;/i,l.o~rcc . I ~ ~ I I I I I ~ I / (  ILading, Xlnss.: Addisc)n-\\'cslcy 
Publishing Cornp.uiy, 1990) .  

15. I.. W;IIISCT, "Wriri~ip~I'cc~tc RC~~LI I -CCS,"  a\.nilnhlc o n  the 
1ntcrnc.r nt I~tt~~://\\~\\\\~.sd~c.c~i~~/SI)S(:/I<e~c;~rcl~/ 
\'isi~.ili/.~r~on/I'cc;~~c/rcc;~tc~l~r~~~l (AI\i!, 199.51, 

16. S. (;.lsncr, "A 'l'ask-.innlsric A P I ) I - ~ . I ~ I ~  to rlic A ~ ~ r o ~ n n r c d  
I)csig~i of GI-.ipliic I)rcscntarions," AC:II ' / iz i~~.sc ic l io~~s  
011 O'~r~p/)ic.<. vol .  10, ~ i o .  2 (Al>~-il 1991 ): 1 11-1 5 I .  

17 .  E. 1pn.ltius iind H .  Sc~ia!,, "\'isualimtio~i A.\sisont," 
/)roc~oo(/i~ I<?.< o/ ' / /x> / / / ~ /  1, ' ~ . ~ I I ~ I / I Z L I ~ I ~ I /  ll'i)~i<x/)o/) 011 

/ I I / ( ~ / / I ~ ~ ( ~ I I ~  I 'i.\i/(i/i:(i/io~~ .~:I..(/OIII.\ ( O c t o b c ~ .  199.5 j .  

18. J .  i\.lnckinl.~\., "r\utolll;lti~lg the 1)csign o f  C;~.nl)lzis.ll 
I'rcscntarions of'I<cl;~tional Inti)rmation," /I(,:\/ ' l izc~~s-  
rlc./ioil.< 011 C,'~z//)l)ics. \.ol. 5, no. 3 ( 1986) :  1 10-141. 

19.  H .  Scli.~\- and E. Ipnntius, "\'JS'l;-\: A K~io\\,lcdgc- 
bnscd S!.sr~.rn 1.i)~ Scicnrific 1);ln \'i\u;lliz3rion," 
'l'cch~iicnl Rcpo1.1 C;\\'U-lIS 1-92-10 (\Vnsllingron, 
l > , C : , :  C;corgc \V;lsI1i11gto11 Uni\ c~.sity, 1\1;11,cI1 1992) .  

20. Z. A h ~ n c d  et  31.. "An I ~ l t c l l i ~ c n r  Visualization System 
for E ~ r t l l  Scie~icc I) . I~J  . \~i;~l\ \ i \ ,"  ,/O~/I.II(// (!/' l.I.i//(// 
L ~ I I I , ~ I I ~ ~ ~ . <  (III(/ ( , ~ I I I I / ) I I / ~ I I ~  ( l~ccc1i117cr 1994) .  

21 .  1'. Koclicval- cr al., "An Intclligcnt Assistant for <:rc.lt- 
ing 1)nr.l FIo\\. \!isunliz.ltio~~ N ~ t \ \ ~ o ~ . l i ~ , "  I )~~oc . c~~ t l i~ ig . s  
( ! / ' / / l o .  11 ,> 9.f ( , i ~ ~ / / i ~ ~ . o i ~ c ( ~ f  1'904 1 ,  

?2. 1). Ih~tlcr ~ n d  hl .  I'cndle!; "A \.iru.~lizarion hlodcl Rased 
o n  rhc Marlic~n.lrics o f  Fiber I<~~ndlcs," C ,~ ) I~ I / ) I I /~ IS  i ~ r  
I%!i:xic..s. vol. 3, no. 5 (Scprcmhcr/Octobcr 1989).  

23 .  1). I<utlc~- ;lncl S. I%r\,ron, "\ i .crorh~uidlc (:ln.;scs Form 
I'o\\~c~.f~ll Tool for Scicllrif c \ ' is~~.l l i~nrion," ( , i~ i~i /~r i te is  
ill /%),):\.~c.s. \ o l .  0, n o .  6 (No\cml)cr / l>cccn~bc~.  1992 j: 
570-584. 

24.  R .  H A O C ~ ,  R .  l.uc;ls, .ind S. Collins. "A l>at;l hlodcl for 
Scientific \ - i z ~ ~ n l i ~ a t i o ~ i  \\,it11 I'ro\-i\ions ti)r Regular .ind 
I r r c y ~ l ~ l r  Grid&,'' l '~~occ~c~(/i~~~q.x (!/' / ~ I P  I ~ . S I I ( I / ~ Z L I ~ ~ ~ I I  
'91 C . O ~ ~ / ~ J I . C J I I C C ~ (  1991 ). 

?S. L,, I<cs111ck ct  ,lI., (.I. .  I ~,S/(,./)(>\CI.I/)/IOII ( / I / ( /  /<L,/' ' OI'OI IC.L' 

. I /LIIIII~I/  . /? )I -  //)c ( , ~ I I I I I I I ~ . ) I I  l.l.~'lJ /III/I/~,IIIC~II/(I/IOII 

(h l~~rr :~! ,  Hill, S . J . :  Al'8iT l<cll I;.~Lx)r~torics, 1993) .  

26. G. Stcclc, JI-., (,i)1111~1oll L1.S)': 7110 / , ~ I I I ,~ I I ( I ,~C~ ,  .Sc>c-o17(/ 
I ( l i l io~r  (Ecdford, i\il;lss.: 1)igitnl I'rcss, 1990) .  

27 .  . I I  ' \  /::\/~i.c?c.\. I)c~~,c,lo~j)o,:< K~: / i~ i . c~ i i cc~( \Vn l t l i n~ l i ,  AI.lss.: 
Acl\,allccci \llsual S\,srcllls Inc., June  1994) .  

28.  M. Stonch~-~l \cr  ;ind C;. I<cmnitz, "'l'lic POS'I'C;I<F.S 
S c s t  gcncl-.ltion 1)nt;lhnsc I\l;ln.lgcmcnt S!*stcm," 
( , ? , I ? I I I / I I I / ; ~ - ( I / ; ~ I I . S  (~ / ' /~ ) (~~ lC : l l (Oc to l>c r  I991 ): 78-92, 

30 .  J .  Ousrcrliout, "An XI 1 Toolkit I<;lsed o l i  the 
L.ll~g~lilgc," / ' l ~ o c - ~ ~ c ~ ~ / l l l ~ . ~  (!$tllc> 1991 Ir~illtol. 1 .s/;.\./,\- 
R)i!/i)~-o~~c-c,( I99 1 ). 

Biographies 

Peter D. ICoclievar 
I'ctcr I<oclic\..1r is 3 pri11cil)al sofr\\.nrc cllgi~lccl. ill 1)igir.ll's 
E\rcsllnl I<c\c,lrcll I'rog~.n~li, F r o n ~  1992 to  1994, lic lcii 
tllc d~r.1 i\~l.ll~/.ltio~l ~ ~ S C J ~ C I I  effort\ ofrI1c Scquoi.1 2000 
~vojcct .  \\.liicli \\-ere undcrmkcli .lt the San I)icgo Supercorn- 
~ w t c r  Center (SI)S<:). C~rrcnrl!,, Pctcr is ;I visiting scientist 
nt the Sl>S<:. \vlicrc he Iearis re.;enreher~ i l l  i i cvclop~~ig  
i~~tcrac t i \ -c  ci;lt~ \.isualizntion systems. Pctcr joined Digital 
in 1990 3s 3 mcmbcr of the kvorkstations E~iginccring 
C;rorlp. In c.lrlicl. \\.ark, hc \\.J$ n soth\.a~.c cnginccr &)I.  rllc 
I<ocing (:omlncrcial Airplnnc (:ornpdn\,. l'ctCl. r ccc~ \ , c~ i  .I 

I\.S. ( 1976)  in matlicnintica tioni rhc Uni\,crsig, of Micllignll 
; ~ n d  an X1.S. ( 1982)  in n~atl ic~natics fiom the Univcrsin o f  
L1tah. H e  also holds X1.S. and Ph.1). dcgrccs in computer 
science from (:ornell L1iii\.crsir\~. 

Leonard  R. Warlger 
[.en \\':11lgcr is the licnd of~ic\-cloprncnt n t  l~itcrnctivc 
Sim~~la t ions ,  Ins., \\,orking o n  inrcracri\.c molcculnr model- 
ing tools. H e  is  SO 3 nlrmhcr of the <;o~ilputcr Science 
I)cp,~rtmcnr st,~t'f,lt the Uni\.crsin. of(:;~liforni~, San Diego, 
\\.Iicl.c he ~.cselrshes nexr-gc:cllcrclrlon \ , is~~nlizntio~l s!,srclllc 
; ~ t  the San l)rc.go S u p c r c o m l ~ ~ ~ r u  Ccl~tcr .  H c  rt.cci\ cd .I 

R.S. in computer science 60111 the University o f  Io\\n in 
1987 and ;In M.S. i l l  architectural science from Corncll 
Uni\.crsiry in 199 1. His rcsc:lrcli interests i j~cludc \.isunl 
front ends to  simulations, J3t.lb.lse support  ti)r vis~~.llizn- 
rion s\,stcms, n~lvigation i l l  \.i~-tu.ll envi ro l i~ i lc~~ts ,  snd rllc 
~>uccp t ion  ot 'co~nplcs d;~ra sl~,lscs. 

~jisit.il 'Tt.clinie.~l Journ;u \oI. 7 So. 5 1995 83 



I 
Joseph Pasquale 
Eric W. Anderson 

High-performance Jonath.111 I<e\lin Fall S. 1(ay 

I10 and Networking 
Software in Sequoia 2000 

The Sequoia 2000 project requires a high-speed 
network and I10 software for the support of 
global change research. In addition, Sequoia 
distributed applications require the efficient 
movement of very large objects, from tens to 
hundreds of megabytes in size. The network 
architecture incorporates new designs and 
implementations of operating system I10 soft- 
ware. New methods provide significant per- 
formance improvements for transfers among 
devices and processes and between the two. 
These techniques reduce or eliminate costly mem- 
ory accesses, avoid unnecessary processing, and 
bypass system overheads to improve through- 
put and reduce latency. 

In the Sccluoia 2000 poject ,  \\.c ,lddresscd the pro[>- 
Icm of dcsi_~ning a distributed computer s!,stcln that 
can cfficientl!. I-ctric\,c, store, and transfer rlic \,el.!. 
lnrgc c l . i t ~  objec t  contniued ill earth scic~icc npplica- 
tions. II!. Inrgc, \\.c I I I ~ ~ I I  dnta objccts in excess 
of tells 01. w e n  h ~ ~ ~ l d r c d s  of ~iicgnb!~rcs (h,l13). Earth 
scic~icc ~ ~ c s e ~ ~ r c l i  lins niassi\rc co~iiputntion:il rcqui~.c- 
Inelits, in large part clue. to tlic Inrgt. dat.1 objccts oftcli 
fo~lnd in its applicnrions. Thcrc iirc many csnmples: '111 
ad\-anccd \-el-!. high-rcsolutio~l ~.ndiomctc~- (A\'HRl<) 
imagc cube r eq~~i res  300 MB, ;III advanccci \.isiblc a ~ i d  
infrared imaging spcctromctcr (AVIRIS) irnagc 
rccluircs 140 A l l ) ,  and the common Innd satellite 
(LASI>Si-\T) imagc requires 278 kIK. An!* tliroughput 
hortlenccl< in a distributed coniputcr system becolncs 
greatly m;ignifed \\.hen dealing \\,it11 such large 
objects. In  .iddition, Sequoia 2000 \\.as 311 cspcrimcnt 
in distrib~~tccl coll,iho~.ntio~i; tlius, collabo1.ntio11 tools 
s ~ ~ c l i  as \~~dcosonfc rcnc i~~g  \\,cl.c also important &lppli- 
cntiolls to  support. 

0~11. c t 5 ~ 1 . t ~  i l l  the projcct foc~~scd  on opcl-nti~ig s\,s- 
tcm I/O ,uid the nct\\'ork. L\'c cicsigncd the Scquoi;i 
2000 \\.iJc area ~icn\.ork (WAX) test bed, and \\,c 
explored n u \ .  designs in opcrnting s!lstcm 1/0 and 
ncn\-ork sofnim-c. The contributions of tliis paper arc 
n\.ofolci: ( 1 ) it sur\,c!.s tlic main rcsults of this \\.orli 
and putsthem in pcrsl>ccti\.c by relating them to thc 
guicral ci,it:~ t~-a~lsfcr problem, and ( 2 )  it presents 
:I 11c\\. design for co~itaincr shipping. (For n complete 
discussion of c o n t ~ i n c ~ -  shipping, see l<cfcrence 1. ) 
Since conraincr shipping is ;I ncnt design, tliis papcr 
dc\.otcs more space t o  it in relation to the otller sur- 
\,c!,cci \ \ . o~ .k  (\\-liosc dcr.~iled ticsc~.iptions ~nn!, be f0~11id 
in Rcfcrc~iccs 2 to 9 ) .  I n  addition to tliis \\.ol.k, c o ~ i -  
ducted other nct\\,orli studies .is pir t  of tllc S c q ~ ~ o i n  
2000 p~.ujcci-. The" iiiclt~dc I.CSC;II~C~I 011 protocols to 
pro\,idc pcrfotn~ancc gu'irantccs iind multicasting."' 

To support 3 hi~J~-pcrforrn;~~icc distributed comput- 
ing rn\.ironrnent in \\.hicb applications can cffccti\,cl!. 
111aliip~1 lntc large data objccts, \\*c \\-crc concerned \\.it11 
achie\-ins his11 th roug l ip~~ t  during tlie transfer of these 
objects. The processes or  dcviccs representing the dnt.1 
sourccs nnci sinlts may all reside o n  the snmc \\!ark- 
sratioli (single notlc case), or  tlic!l may bc distributed 
o\.cr 111;111!. \\.orkst,itio~is conncctcd b!. the ~lcn\.orli 



(m~rltil7lc node cnsc). 111 cjther casc, \\.c \\,nnrcci nppli- 
c . ~ t i o ~ ~ s ,  be they c,lrth scicncc distributed computa- 
tions or  collaboration tools in\.olvi~ig multipoint 
\ridco, to milkc ti 111 ~ s c  of the ra\ir bnnd\\.idth pro\.ided 
b!~ the ~r~~dcrl!ling c o m ~ n ~ ~ n i c : i t i o ~ ~  sysrcm. 

In the multiplc node case, the ran. band\\.icith is 
from 45 to 100 mc~nbi ts  per sccond (i\/Ib/s), because 
the Scq~~oi , l  2000 11ct\\,ork used T 3  links for long- 
disrancc colnrn~unic3tio11 and a fiber distributed data 
iorcrfilcc (F~)l>l)  for local area corn~nl~nication. 111 the 
singlc node case, rhc ra\\. banti\\.idtli is approsimntel!, 
100 rncg.~b!~tcs per sccond, since the \vorkst.ltion of 
choicc \\,as one of the l>ECstation 5000 series or  the 
Alplin-l>o\\,crcd l)E<: 3000 series, both of \ \~l~icli  use 
the TL!KISOchanncl as the sysrcm bus. 

O11r \\,ark focused onl!. on soft\\,arc i rnpro\~cmc~~ts ,  
in p a r t i ~ u l ~ ~ r  110\\, to ,~cllic\~e ~ i i ~ ~ s i ~ l l ~ ~ ~ i i  s!'stcln sofi\\'are 
performance given rhc hard\\,arc \\.c selected. In fact, 
\ve fol~nci that the througliput bottlencclts in tlie 
Seq~~oin  ciisrributcd computing en\-il-onment \\.ere 
indceci in rhc \\.orkstationls operating system soft\\.are, 
and not in the underlying communication system 
hard\\,nrc (c.g., ncr\\,orl< li~ilcs or tlic s\,steln bus). TIiis 
problem is not limited to  the Sequoia en\.ironmcnt: 
gi\,cn modern high-slxcd \\,orksntions (100+ nlillions 
of instr~~crions per sccond [mipsl) ,lnd Elst nct\\,orl<s 
( 100+ I\/ll>/s), pcrfornwnce bottlcnecl<s arc often 
ca~ucd b! soti\\.arc, cspcciall!. operating system soft- 
\\.arc.. S!fstcm soft\\nrc rhrouglipi~t has not kcpt up 
\\.it11 the throughputs of I/O devices, especially net- 
\vork adapters, \vhish have improved tremendously 
in recent !,cars. Thcsc tcclinolog~ impro\,cmcnts are 
being driven b!. a nc\v generation of applications, s i~ch 
as i n t ~ ~ ~ c t i v e  rnulrimcdia in\,olving digital video and 
high-resolution g~.npliics, that Iin\~c high 1 / 0  through- 
put rccluircments. Supportins thcse appljcatio~ls and 
controlling these dc\.iccs ha\.c rased operating system 
rcch~lolog\,, n7~lch oF\\,hich \\,As Jcsigncd during times 
\\,lien intensive 1 / 0  \vns not an issue. 

In the ~ l c s t  section of this paper, \ve dcsu-ibc the 
Sccluoia 2000 ncn\,orl<, \\.liicl~ scr\.cd as an cspcrimcn- 
tal test bed for our \\,ark. Follo\virlg that, \\c nnnl!~ze 
the darn trnnsfcr problem, \vhich serves as the contest 
for the tlircc s ~ ~ b s c q ~ ~ c n t  sections. There \\.c describe 
our s o l ~ t i o ~ i s  to tllc ti,~ta tran.\tic~ probleni. Finall!', \\.e 
present our co~lclusions. 

The Sequoia 2000 Network Test Bed 

The Scquoin 2000 ncr\\.ork is n pri\.nte W A S  tllnt \\.e 
desig~lcti to span 61.c campuses at the Uni\.cl-sit!, of 
California: Bcrkcley, l)avis, Los Angeles, San Dicgo, 
and Snnn Rarbar.1. The topology is sho\vn in Figure 1. 
The haclthone link s ~ c c d s  arc 45 hllb/s ( T 3 )  \\.ith 
the csccprion of the Rerkelc!.-l)a\.is link, \\.hich is 
1 .5  ~Mh/s (TI ). At c;lcll campus, one or  more Fl>llI 

Figure 1 
Sccluoia 2000 Rcsearch Nct\vol.k 

local area nen\.orks (LASS) that opcrntc at 100 Mh/s 
are used for local distribution. At some campuses, 
tlic configuration is ,I I~icrarchical set of rings. For 
cs;imple, at U(: San l)icgo, one F1>1>1 ring co\~crccl 
the canipus and joincci three separate rings: one ;lt 
the Computer S~rsterns L'lb ( O L I ~  Inborator!~) in tllc 
l>cpartmcnt of Co~npu tc r  Science and Engineering, 
one at the Scripps Institution of Occanograph\r, and 
one at the San Diego Supercomp~~tcr Center. 

\,Ve i~scd Ii igll-perforn~am general-purpose com- 
puters as routers, 01-iginillly DECstation 5000 series 
ancl later DEC 3000 se~.ics (Alpha-po\\,ercd) \\,ork- 
stations. Using \vorkstations as routers running tllc 
ULTRIX or  the DEC OSF/l ( n o \ \  Digital U S I S )  
operating system pro\.idcd us \\'ith ;7 modifial~lc soft- 
\\,are p1atfi)rm for experimentation. The T3 (and T I )  
interface bonrds \\.ere specially built by 1)avid Roggs at 
l3igital. Wc ~ ~ s c d  off-the-shelf lIigir.~l products for 
F1)DI boards, both modcls DEFlA, \\.Iiich supports 
both send and receive direct memory access (DIVA), 
allti DEFZA, \\.hich supports onl!, rcccj\,c DhllA. 

The Data Transfer Problem 

Since a dnta source or  sink may he either a process or  
device, and tlie opcrating s!.stem generally pcrfi)rms 
tlie f i~~ic t ion of transferring data hct\\.ccn processes 
and dcviccs, i~nderstanding the hottlcnccks in thcsc 
operating system data paths is Itcy to improving 
pel-form.lncc. Tliese c i~ta  paths gc~ lc~ i l l !~  in\.ol\.c rra- 
versing numerous la\,e~-s o f  operating s\stem soft\\.arc. 
In the casc of nct\\,ork transfers, the dnta paths nre 
cstendcti by  la!lers of ncn\~ork protocol sofi\\rarc. 



To u n d c r s t ~ n d  tlic pcrfo~.mancc pl.oblc~n \\.c \\.ere 
trying to sol\,c, consider A coliiliion i I i e ~ i t - s c ~ ~ \ . c ~ -  inter- 
action in \vliicli ;I clicnt has rcqucsrecl d ;~ tn  from n 
scr\'cr. -fhe J n n  rcsitlcs on s o ~ i i c  s o t ~ r c c  dc\.icc, c . ~ . ,  a 
disk, allil n i ~ ~ s t  he rcdd I'!. tlic SCI. \YI-  so  rllar it ma!. wnii 
the data t o  the clicnt o\.cr a ncr\\.ork. At  tlic clicnt, rhc 
data is \\.rittcn t o  some sink dc\.icc, c .g . ,  a liarnc buffer 
for displa!.. 

Yig~11.e 2 sIio\\,s a t\yic.il elid-to-cntl darn p,itli \ \ ~ I C I . ~  

the source anci sink c11ii-point \\,orkstntions ,)re running 
protcctcd operating s!~stcni kernels s~lcl i  ns L!SIS. 'l'lic 
soirrcc de\.icc scnc~-.lrcs dam into the mcmor!  o f  its 
connected \\.orltstation. Tliis mc11io1-!. is gcnc~.nll\. o ~ i l y  
addrcssablc by the Itcrncl; t o  nllo\\ the scr\.cr p~.occss 
to access the cintn, it is pl~!.sicall! copicd into mcmol- \  
nddrcssnble \.ia the scnrc r  process's ;IC~C~I.CSS SI);ICC, i.e., 
user space. Physically copying clata from o n c  mcmol.!, 
locarioli t o  nnothcr (01. nio1.c gencr.lll\., to~lcliillg tlic 
data for .In!, rcnson) is .I ~ i i ; ~ j o ~ .  bottlc~iccl< in 1iioC1~1-11 
\\.orkstnrions. 

In  rr.l\.clling tlirougli thc kcrncl, rhc data gcncr.lll!, 
tl.n\~els o\.er a dcvicc I;i\rcr and an  abstl-.ictio~i I;~!scr. 'Tllc 
rle\.icc I,~!.cr is part o t ' t l ~ c  kcr~icl's 1 / 0  s u b s \ , s t c ~ ~ i  ,\nil 
manages the 1 / 0  dc\.iccs h! buffering darn hct \ \ .cc~i  
thc device and the Itcrncl. T h e  abstl.:lction Ia!fcr c o m -  
prises o ther  kcrncl suhs!,stclns that support  a b s t r ~ c -  
tions o f  de\ricrs, pro\~iding lnorc con\,cnicnr scr\-ice\ 
for ~~scr- lc\ .e l  processes. Esamplcs o f k c r ~ ~ e l  nbstrastio~i 
I.i!rer sofn\.arc i~.lcluric tile s\,stcms and c o m m ~ ~ n i c a t i o ~ i  
protocol stacks: n file system converts disli bloclts into 
tiles, and  a cornniunic:ltio~i p~.otocol stack con\ .c~-ts  
nt.t\\~ol-It pxl tcts  illto iint,lgrnnis 01. st1.~;1111 segment\ .  
Sometimes, n kernel implclnclitntion 111.1!. c ; i ~ ~ s c  i-,li!,\i- 
cal c o p y i ~ ~ g  of data bct\\,ecn the dc\-ice la!rcr ~ l n d  the 
abstmction Inycr; in h c t ,  cop!rin~ rn,l\? circn occur  
\\.ithin rhcsc layers. 

FI-oln ltcrncl spacc, the datn Inay travel across several 
morc ln!.crs ill user sp;ic.c, such 3s tlic staniinrd 1/0 
I;~ycr nlld the applicatioli la!,cr. T h e  stanrlard l/O la!w 
I>nffi.l-s T/O clnt'l in large cl l t~nks t o  n i in in l i~c  tlic 
n i ~ m b c r  o f I / O  .\\.stern calls. The npplication In!u gcn- 
cr.llly lins its o \ \ m  b~rffcrs \\,here I / O  cfnta is copicd. 

F r o n ~  thc scr\-cr proccss in user spacc, rlic data is 
then si\.cn t o  tlic nct\\,orl< :id,lptcr; this rn,l!, cause 
rl.nnsfcl.s across Llscr proccss In!acrs and t l ic~i  across the 
kcrncl I:l!.crs. -1'hc d'1t.i is then t~-:l~isfcrrccl o\.cr the nct- 
\\.ark, \\.hie11 generally consists o f  a set o f  links con-  
nccrcrl b! routel-s. I f  the routel-s h a \ x  kernels \\.hose 
soft\\-21.c s t r ~ ~ c t ~ l r c  is lilw that cicsc~.ibcci . ~ b o \ , c ,  L~ sinli- 
In!. ( b u t  t!(pic~ll!, s in~plc r )  intrnmachinc datn tr.iusfcr 
p ~ t h  \ \ - i l l  appl!.. 

Finall!*, thc ri.lta arri\.cs a t  the clicnt's \\.o~-kstation. 
'I'lierc, tlic d n n  n-n\,els in a simil~ir \\.a!. ,IS \\.as dcscribcii 
tiw the scr\.c~.'s \ \ .o~.ksntion: horn rlic ~icn\,ol-k <ld.~ptcl., 
across the Itcrncl, throtlgh tlic clicnt p~.occss's .tddrcss 
sp.~cc, and  across the kcrncl agnin, finall!, rcaching tlic 
sink de\.icc. 

From this ~n;~l \ ,s is ,  one  can s111.misc \\ ,Ii\ ,  t h r o t ~ g l i p ~ ~ t  
lx)ttlr~leclts often occur 11t tlic c ~ i d  points o f  rlic end-  
to-end datn tr.1nsfc1- path, assuming sufticiclltly fast 
hard\\-.ire dcviccs 2nd comni~~nica t ion  links. At rlic end 
poillts, there ma!, be siguific;lnt data copying ns rlic 
datd ~ L - ~ \ . c ~ s c s  rlic \ ra r io~~s  sofn\ ,~l~.c  Ia!'c~.s, ant1 tlicrc is 
p ~ ) t t ' c t i o ~ i - d o ~ ~ i , i i ~ i  CI-ossing f Itel-nel to  user t o  kernel), 
a lnong other  fi~nctions. 'The o\.crheads causcd b!. these 
filnctions, dirccrl! clnd inciirectl!; can be signific.lnt. 

(:onsccli~a~tl!s, \\.c focused o n  improving opcraring 
shfstcln I / ( >  n ~ i d  ~iet\\,or.lt so f t \ \ r~rc ,  including opti- 
~ i i i ~ ~ ~ t i o ~ i s  for tllc four possible proccss/dt.\.icc daw 
tl-flnsfcr- scenarios: proccss t o  proccss, proccss t o  rkvicc, 
Jc\-ice t o  proccss, and dc\*icc t o  dc\*icc, \\vitli special 
(:Ire in nddrcssing ciascs \\.lic~.c either source o r  sililc 
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dc\licc is a net\\/ork ;id'iptc~-. In this paper, \\,c use 
the term rk~ /a  I I ~ I I . ~ / ~ J ~ . / ) I ~ O / ~ / C ~ I I I  to refer to tlie problem 
of rcdi~cing tlicsc o\lc~.licacis to ncIiic\.c liigli tli~.ougIi- 
p i ~ t  bet\\ren a source dc\lice and a sink device, either 
of \\,hiell can bc a ner\\,orlc 'ldapter \\,itliin ,i singlc 
workstation. 

Altlio~~gli the data trnnsfer problem ma!, also exist in 
intern1cdi;ite routers, it docs so to a much lesser 
degree than \\lit11 end-user \vorkstations (assuniing 
modern router soft\\.a~-c and hardi\.arc technolog!.). 
'This is bccausc of n router's simplified csecution en\+ 
ronmciit and its reduced nccds for transfers across 
niultiplc protcctcd domaills. Ho\\,e\.cr, there is norli- 
ing that preclt~dcs the a p p l i ~ ~ ~ t i o n  of the tccliniqucs 
discussect in this pnycr to rourcr soti\\.arc. In Rct, since 
\\,e used gcnc~.al-purpose \\,orltst;itions for roilrcrs to 
support a flexible, moctifablc test bed for cspcl-imen- 
t;ltioii \\'it11 new protocols, our \\rorlc \\.,IS also applied 
to roiltcr sofn\rare. 

I n  the nest three sections, \\.e clcscribc \,arious 
approaches to solving the data transfer problem. Since 
data cop\-ing/toucliiiig is a major sofnvare limitation 
in achic\,ing higli tlirol~glipl~r, ~ \ ,o id ing  c ia t~  copting/ 
touching is a constant theme. ~Mucli of our work 
in\.ol\~cs tinding \\-a!Is to d\.oid or liniit touching the dam 
\\.ithour sacrificing the tlesibilin or  protecrioli corn- 
monl!~ provided \>!, most modcrn operating s)lstc~iis. 

GVe dcscl-ibc n\,o solutions to [lie data transfer prob- 
Icni tliiit a\,oid ,111 pliysical copying .lnci are based on 
tlie principle of providing separate niechanisms h r  
1/0 control and datn transfcr.'"l The reader \\.ill see 
that \vliile thcsc two solutions are based on different 
npproaclies (indeed, they can e\.cn be \.ie\\.cd 2s coni- 
peting), they fi l l  different niclies hascd on differing 
assumptions of ho\v 1/0 is structured. In otlicr \\,orcis, 
cach is appropriate and optimal for different sit~iations. 
In addition to the darn transfer problem, \vc nddress .i 
special problcrii-the borrlencclc creatcci b!, rlic clicclt- 
sum compl~tation for I/O on a ncn\.ork using the trans- 
~nission control protocol/intcrnct protocol ('l'(:P/II') 

Container Shipping 

Container sliipping is ,I kc~.ncl ser\.icc that pro\,idcs 
1 / 0  olxrations for usci- processes. High pcrfi)rmaricc 
is obtained b\, eliminating the il~-rncmor!. dnrli copies 
traditionally associated \\.it11 I / O .  Aclditional gains arc 
;icliic\~cii by ~>ermirririg tlic selective accessing (map- 
ping) of data. Finally, tlie dcsign \\,c prcseilr makes 
possible specific optimizations that f i~rthcr improve 
perforn~ancc. 

The goals of tlie containcr shipping model of d;ira 
transfcr for I/O are to pro\lide liigli pcrforrn;~nce \\iitli- 
out  %icrif cing protection and to fi~lly support tlie prin- 
ciple of general-purpose comi>i~ting. Full nccesa to 
1/0 data by user-le\cl processes has long bccn a s a n -  
dard feature of opcr'iting systems. 'This ability has 

tr.lditionally bccn pro\'idcd b!' copying data to and 
fioni proccss Inemor!, at cach instance \\.hen data is 
tl-ansfcrrcci. The di\.ergcncc ofCI'U ant1 d!,namic ran- 
dom access memory (I)IWIM) speeds makes this in- 
mcnlor!v copying rnorc inefficient and costly cvcry 
F a r .  Tliis problcm is oftcii atraclted \\!it11 application- 
specific silicon or  kernel modifications. A less-costly 
,111ci longcr-lasting solution is to redesign the 1 / 0  sub- 
system to pro\ridc copy-free I/O. Container shipping 
pro\,ides this ahilit!,, as \\,ell as ntiditio~lal pcrfor~iiancc 
gains, in a u~liform, gcncrnl, and practical \\.a!. 

Containers 
A cont,lincr is one or  more pagcs of memory. 111 rliesc 
pages, it may contain a singlc block of data, \\.liosc 
loc.ition is identified b!, nn  offset nnd a Icngtl1. When 
a containcr is mapped into an adclrcss space, the pages 
form a contiguous region of memory, \\.here tlic darn 
can be manipulntcd. A contai~icr can bc o\vncd by onc 
and only one clo~nain, c.g., some user process or  the 
kernel itself, at an!, singlc point 111 timc. The o\\fninp 
domain may map thc containcr for access. When 
.~cccss is nor reclui~.cd, mapping can be .l\,oided, \\.l-~ich 
sa\.es timc. 

User-lc\,cl processes use conr.liner shipping system 
calls to perform tlie follo\ving fi~nctions: 

Alloc.~rion: cs-allot niid cs-ti.cc allocate and deallo- 
cate containcrs and their resources (c.g., pli\sical 
pagcs). 

Transfer: cs-read and cs-\\.~.ite perform 1 / 0  using 
con miners. 

Mapping: cs-map and cs-unniap ;iIlo\v 3 proccss to 
access tlic datn in a co~~raincl.. 

Tlic cs-read kind cs-\\,rite calls take .is parameters nn 
I/O pat11 identifier (such as n UNIS f lc  descriptor), 
,i data size, and parameters describing n list ofcontain- 
crs, o r  3 retlll-Ji a~.e;i h r  S L I ~ I I  list. Sc\,crnl options arc 
also a\,ailable, such as one for cs-read that immcdiarely 
maps all tlic resulting corir'~inc~.s. llatu is ne\,cl. copied 
\\-ithin menlory to saris* cs-read and cs-\\.rite, so all 
1 / 0  performcii rl.~is \ \ , i ~ y  is copy-free. 

Because the  napping of c o ~ ~ t a i ~ i c r s  is al\\.ays 
oprion.11, a proccss call In(xrc dnt'i from onc dc\.icc to 
anothcr \vitliout mapping it at all. W h c ~ l  cont.iincrs of 
d,lta t lo\ \  t l i ro~~gl i  n pipeline ofce\.eral proccsxcs, s ~ ~ l ) -  
stantial additional savings can be obtained if several of 
tlic processes cio not 11iap the co~imincrs, 01- if the!' 
map only sonic of the containers. 

Altlioi~gh containcr sl.lipping has six diffcrciit sys- 
tcm calls \ ~ r s u s  the n\.o of co~i\*c~~tioiial  I / O ,  rcati a~ici 
\\*rite, the actl~al number of calls a proccss jssucs \\.it11 
containcr I/<)  may bc no greater than \vith con\?en- 
tional 1 / 0 .  \.Vlicn data is not  ~nappccl, only cs-rcncl 
a11c1 cs-\\#rite calls arc rccl~~ircd. E\:.\.cn if d.lta is mnppccl, 
it may he possible to perform the mapping t l~rough 



Bags t o  cs-rcnei, \ \ i t l i o ~ ~ t  c.illing cs-map. Unm,lppjns 
is automatic in cs-\\.rite, s o  if cs-unmap is n o t  used, 
n \ ,o  system cnlls 21-e still sufficient. 

As sho\\,n in Figure 3 , ~  proccss reads cidta in a con-  
t.ii~ier horn o n e  de\.icc and \\ I-itcs it to ~ n o t l i c r  dc\.icc. 
Three pages o f  niemory h r m  o ~ i c  cont ,~incr  thnt stores 
t \ \ 'o  ;inti o n c - l ~ , ~ l f  p ~ g c s  o f  data .  0 1 1  i ~ i p ~ ~ t  (cs-rend), 
the source dc\.icc deposits data into pli!,sical mcmor!. 
pages tbl-ming the colitaincr. Tllc proccss that  o \ \ , ~ i s  
the cor~t,liner Ilia!, tIic11 map (cs-m,ip) it so  rh.1t tlic 
data call be rn:~nipulatcd in its ndd~.css spacc. l h c  data 
is t l i e l ~  o u t p u t  (cs-\\.rite) t o  the sink dci-ice. O u t p u t  
can occur \\,ithour li: i \ i~lg niappcd tlic colltaincl.. 
h4apping can also occur automaticall\. o n  cs-read. 

Eliminating In-Memory Copying 
Uuconditionnll)~ .I\-oiding the c o p ' i ~ i g  o f  dat3 \\.itllill 
mcmory d u r i ~ i g  1 / 0  Ic;lds t o  the first ofsc\.cr.~l pcrfor- 
1n.lllcc gni~ls tiom c o ~ ~ t a i n c ~ .  shipping. Other  solurio~is 
elisr that .l\,oid copies only in limited cases. To be ~ ~ n i -  
form and gcnc~.nl, cop!,-free I / O  must be possihlc \\.irli- 
o u t  resrrictioiis due t o  the cic\,iccs used, the o ~ . d c l  o f  
operations, o r  rlic a \ a  labilit\ ot'spccial dc\,ice hnrd\\.arc. 

111 many 1 / 0  opc~.;itions, the cinta rcclucstcd by a 
user-le\.el proccss is nl~.caciy in s\,stcm rncliior!, \ \ , l i c ~ ~  
the request is ~ i x d e .  T'liis situ,~tion cnn ,irisc \\~licn data 
is mo\.ing bet\\,ccn n\ .o  processes \,in the 1 / 0  s!-stem, 
such as is dolie \\.it11 pipes. Many opt i~i i izcd f lc sys- 
tems putb1.1n read-allend n11d in-rncrno~,!' c a c h i ~ ~ g  t o  
ilnprovc performance, s o  file 1 /0  rcqucsrs ma!. also be 
satisfied \\-it11 d,ir;i that  is alrcad! in mclnor!.. Finall!., 
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con\-c~ltion;iI net\\.ork .ldnptcrs tl-ansfcr entire pnckcts 
into 1ncmol.y before tlic!. arc c s a ~ n i n c d  by protocol 
la!rc~- in the Itc~.ncl. 01iIy after p~.otocol processing c,In 
this cii1r.i be J c l i \ ~ c r c ~ i  to the e o r r e c ~  LISC~-IC\~CI process. 
\Vhc~i  ~~eclucstccl data is illread!. in mcmor!,, tlic o11ly 
possiihlc cop!y-ficc r~ .a~ is fc~ .  mcclia~lism tIi,lt .~llo\\ ,s hll 
rcnci/\\,ritc acccss in the nddrcss spacc o f  a proccss is 
\.irtlld 111~11iory rc~i i i lppi~ig.  ' ~ ; ' ~ ~ I ~ ~ c ] L I E s  t1i;lt rcl!. o n  
device-specific cli.~~.nctcristics such ns p s o ~ ~ - ~ ~ m m , i I > I c  
l)i\,I.-\ o r  oi~rboari i  protocol processors cannot  pro\.icic 
i ~ ~ i i f o r m ,  cic\,icc-indcyc~~cle~it copy-f?cc I/(), because 
rlicsc meclisnisms cnnliot tra~isfcr d ; ~ n  that is alrcndy 
In nlcrnor!'. 

Using vi~. t i~al  mc~iior!. rcninppjng, cont.iincr ship- 
ping call pcrfi)rm copy-ficc 1 / 0  I-cgal-dless o f  \\,hen 
o r  \\,llc~.c c i ~ t n  .~rri\ .cs ill I ~ I C I ~ ~ ~ I . ! , ,  ,~nci \\.it11 01- \\.ithout 
;lny s ~ c c i a l  d c \ i x  li;ird\\~;lre that  might  be nrailnblc. 
Virtual nicmor\r  Iinrd\\.nrc is cmploycci t o  co~i t ro l  the 
o\\.nc~.sllip of,  ;lnci ;icccss to ,  111(111io1.!~ tllnr co~it;\ins 
1 / 0  d.lta. O\\.ne~.ship and acccss rights are rr.insfcr~-cd 
bcn\.ccn domains \\.hen coritaincr I/O is pel-formcd, 
\\diilc ci.lrn sits motionless in mcmor!,. Tliis tcch~>icl t~c 
rccluircs 110 spccinl nssistancc f iom dc\,iccs and applies 
t o  intcl-process c o m m u l ~ i c a t i o ~ i  as \\-ell as all pix!-sic.il 
I/O. 13cc;i~1sc usc~.-lc\.cl proccsscs ~ x t a i n  complcrc 
access to 1 / 0  Jilra \\.it11 n o  in-memory cop!*in,, w IISCT- 

Ic\.el progr.lm~ning rern;lins n practical solution for 
Iiigli-~~crfol~~~i,~~~cc s!,stems. 

The Gain/Lose Model 
I n  cont;iincr I/O, reading and \\.l-iring arc ~ O L I ~ I C ~  
\\.it11 tllc gain anci loss ol' memory. We chose the 
g i n / l o s c  model because it is simple and provides 
Iiighcr perfo~.mancc \\.irliol~t sacrifici~ig 1"-otectio~~. 
Sliareti memos!- is 3 11101.e c o ~ i i p l i c ~ t ~ c i  altcr~iati\.c t o  
tlic g.~in/losc modcl ,  \\hicli also avoids dat;l copying. 
'1-lie i~sc o f  shared I ~ I C I I ~ ~ I - \ ~  t o  illlo\\, ;I set of processcE 
t o  cfticicntl!, com~iiunic.ire, lio\\,e\.cr, reduces tlic 
protcctioo bcn\.ccn domains. Slinrcd-mcmo1.y 1 / 0  
schcmcs ;ilso rend t o  be compljc;itcd because o f  the 
close c.oo~.dination ~.ccli~ircd beh\,ccn a Llscr process n11d 
rhc kcrncl \\,lien the!. botli mnnjpulntc n shnrcd d;ln 
pool. Since ciata is never shared undcr  the gnin/losc 
modcl, protection ciomai~ls 11ced not be co~iip~.omiscci, 
,lncl less uscr/kcrncl cooperntion ;1nd trust is required. 

' f h c  yni~i/losc model h;ls tlircc ~ n n j o r  implications 
fi)r pu)g~.aninic~ 's .  First, a p~.occss n ~ u s r  ciisposc o f  1 / 0  
data tli;it it gains, 01- mcmol-y c o ~ ~ s u m p t i o n  ma! gro\\. 
r.lpidl!,. O n e  \\.;~y to clisyosc o f  data is t o  pcrtbrrn a 
cs-\\'~.itc opcr,ltion o n  it, s o  a proccss pc~ . formi~ig  
m a t c h c ~ i  L - C ~ C ~ S  111ic1 \\.rites o n  a stream of  data \\.ill n o t  
;iccumulntc an!, cstl-n m c ~ n o r y .  Second, t o  a\.oid scri- 
ousl!. complicntiiig con\.cntional Inemor!' models, nor 
,111 mcl~ iory  is eligible for use in \\.rite opcr;ltions. For 
cs.lmylc, \wiring data  f-om the stack \\.auld lc;l\.c an  
i~ iconvcnic r~ t  Iiolc in that  part o f  the \.i~.tual memory, 
s o  this i! no t  nllo\\ cd .  Fillally, bcc;lusc d a t ; ~  t h ~ t  js 



\ \ . r i t te~i  is lost, n \wiring p~.occss mllst cop! an!, d,it.i 
that \\ , i l l  still be ~ i c c d e d  after the \\,rite. Fortun;ircly, 
applicatio~is that  m o \ r  great v o l ~ ~ m c s  o f  data often 
li.i\~e n o  h ~ r t h c r  11ccd for it nftcr ,I \\,rite is completed. 

implications of Virtual Memory Remapping 
In addition to the use o f  tlic gnin/losc model, rhc 
decision t o  L I S ~  \'irtuaI 1iic1110r!, r c n i a p p i ~ i ~  113s sub-  
st'inrial implications for the design and use o f  an I / ( )  
system. Sc\.craI cliongcs ;ire unavoid,lbly visible t o  pro- 
gr.immcrs. For c \ i~mplc ,  cl;ita can 110 longer be placed 
exactly a t  an!, rccli~cstcd loc,ition in nn adtircss spncc. 
Vir t~lal  memory remapping can change tlic virtual 
13.1gc in \\,liich a pli\,sjc,ll pagc o f  mcmor\ ,  ,ippcars, b u t  
jr cannor realign data \\,irliin ,I pngc. Furthermore,  
mapping can rearrange memory o ~ i l y  a t  pagc bound-  
,~rics. T h e  cx,ict l o c a t i o ~ ~  \\,liere incoming I/(.) data is 
placed is ricrer~iii~icci b!! tlic Itcrllel. After a ~.cnd opcr,l- 
t ion is complete, a process c,ln disco\,er tlic .~dciress o f  
the darn and acccss it a t  tliat ricldrcss. 

So11lc Itinds o f  1 / 0  place data in Jiicnior!. in a for111 
tliat differs ti-om tlic \\,a!, it is prcsc~ited t o  user-le\,cl 
processes. For cs i~~i ip lc ,  ncnvol-k packets mny arrivc 
\\.it11 rnctii.1-le\,cl Iicaders tliat :Ire n o t  see11 b!, Ihiglicr- 
Ic\,cls. Tlicsc piicltcts rn'i!' also arrive OLII  of order, o r  
in fragments that  collecti\.cly form ;I sinzlc messilgc. 
\,Vithout help from an outboard protocol processor 
o r  thc LISC of in-~i icmory copyilig, tlicse pacltcts cannot 
be linciirizcd. With contai~icr  sliippiog, a process ma!, 
be required t o  accept a messngc that  consists o f  niulti- 
plc fkag~iicnts in ~ncrno~-!i. T h e  sc~i in~i t ics  of the com-  
m ~ ~ n i c a t i o n  d o  not change, but tlie cinta rcprcsc~~t~ i t ion  
differs. This issue is less troublesome for \\,rites, because 
Iic~-nels t\rpicall!f L I S ~  internal structures to reorganize 
nen\,ork d a t ~  \ \ . i t l i o ~ ~ t  cop!~ilig it. T h e  ~ i i b ~ ~ f s  f o ~ ~ n d  in 
U N I S  arc an esamplc ofsuch a kernel structilre. 

Virtual memory remnpping is n o t  a simple tech- 
niquc, 2nd  it mllsr be 11scJ \\,it11 ci1l.r t o  acliic\.e liigli 
pcrfor~nance.  Although rcm'lpping 3 p.1gc is allnost 
nl\\-a!rs Ii5rcr than copyins it, remapping also con-  
sumes riliic. This time comes fi.om Iternel \,i~.tual mcm-  
or!, hooltltceping and h o l n  sitic effects (sucli ns 
[I-;inslation looltnside buffer [T1,13] flushes) o f  address 
sp.1cc clinngcs. For tliesc reasons, cont.iincr s l ~ i p p i ~ l g  
m.lltcs ill1 mapping op t io~la l .  Soole opcr,iting systems 
such as A~l;ich perform Iaz! ~l iapping,  using the  pagc 
h u l t  mechanism t o  map pages \\hen they are  first 
ncccsscd." l'liis rcch~iicluc a\.oids unncrccssary map 
opua t ions  but  incurs t l ~ c  cst1..1 pc~ialt!. o f  1ia\'i11g t o  
m.ip o n  demand \\.hilt ,I program \\.airs for acccss 
to  data. T'~l<ing olic page t??~11t for c\lcry page in ,I Iilrgc 
1.cgio11, ns is conilnon i l l  11iodcr~l S ~ ~ S ~ C I I I S ,  is P ~ I - I ~ C L I -  

Inrly cspcnsivc. Fur t l i cn i~orc ,  Inz!. milpping still 
I-cclttircs the sctrirlg o f  pagc table curries (and possibly 
other  tlatn s t r ~ ~ c t i ~ ~ . c s )  t o  prep'irc for the possibilin~ 
o f  page t?l~~lts ,  \vliicli can be costly for \TI.!, largc tiara 
objects. This  cost is avoided in conminer shipping. 

Optimizations 
'I'lic c o n t ~ ~ i n e r  shipping ticsign m a l w  possible opt i -  
mizations be!rond copy ;ind map climi~lation. Some 
maltc t ~ s c  o f  the  Elcr tlint 1/0 o f r c ~ ~  tlo\\,s t l i r o ~ ~ g l i  
~~.xl i \ \ /ays tliat :ire p~.cldictablc. Other  optimizations arc 
~x)sssible o n  a pu-co~i t ' i i~ lc~ .  basis. 

High-spccd 1 / 0  is often generated by long-running 
processes, sucli ns multimedia applications, real-time 
data processing, o r  processes t h ~ t  l.un fol- a long timc 
merely by virtue of  processing a vet-!, largc data object 
( c o m ~ n o n  in Sequoia 'ipplications). rrliis 1 / 0  npicnlly 
flo\\.s through parli\\~nys ill tlic sLrstcm that arc esscn- 
tially static. Data enters t l ~ r o u g h  o n e  dc\.icc, Inovcs 
through a f s e d  set o f  dorniiins, nnd leavcs through 
 nothe her dc\.icc. l<crnel a\\,nrcness o f  tliis loc,ilit!' can bc 
i~scd  t o  optimize some containcr operations. 

An I / O  pat11 through \\,liich sn~nc-sized containcrs 
mo\ ,e  rcpc,~tedl!~ offers the oppor tun in ,  t o  recycle 
c o n t a i n c ~ s  and tlicir associated data s t r ~ ~ c t i ~ ~ . e s .  I'cr- 
transfer cost can be I-educed by reusing the samc set o f  
pages n~i i i  reusing p ~ g c  r.iblcs and nddl-css spncc. To 
pcrfor~i i  I-ccycli~ig, the I<cr~~cl  cdn kccp tr.iclc o f  \\~liicli 
containcrs \\.ere g i \ w  to \vIiich processes, o r  the kcr- 
~ i e l  can ~natcl i  u p  rcc!-clcci contniucrs by size o r  by 
tlc\,icc rypc. 

111 a system \\.it11 3 large seconcinr!' cache, promptl!r 
recycling a just-\vritten container may allo\\. its rcusc 
\\,Iiilc its data  is still in the c.ichc. In  the best case, ,ill 
data ma!, he automntic~lll!, cached bccnusc of  tliis rcc!<- 
cling. F o r  esanlple, DMA oper.itions in 1)EC 3000- 
series systems ~ r p d a t e  the  secondat-!! cachc. Bccnuse 
tliis cachc is m u c l ~  f ~ s t c r  than mail1 mcmol.!,, the dnta 
can no\\- be accessed more cluickly. 

E \cn  \vithout idcnt ihing an 1 / 0  path\vay, carefill 
tracking o f  the contents o f  container Jiicmor!, pages 
can allo\\  sa\~ings in securinr-dri\,c11 zero  fills. A just- 
fi-eed page co~lsists entirely o f  sc1isiti\7e data; the entire 
page must be clc.incd before it can be gi\.cn t o  an!, 
other  LISCI.. But if this p ~ g c  is ux 'd  as the target o f  n 
data-gcncrating operation S L I C ~  ;IS ;I DMA, 01dy tlie 
~ m r t  no t  o \ ~ c r \ \ . r i r t c ~ ~  needs t o  be zeroed. Furrhermorc, 
this zeroing call be postponcci until the data is mappcd; 
thus it mny be n\.oided completely. I f f  lling memory 
\\-it11 zeroes causes it t o  be loaded in tlie cachc, zeroing 
j~ l l~ i~cd in tc l !~  bcfo~.c the m,ip offers a c.iclic bcncf r, 
bccausc tlic data ~ila!. be uscti sliortl!' after it is mapped. 

Container Shipping Implementation and Performance 
(:ontai~icr shippills has hccn i~iiplementcd in Ilk(: 
OSF/I \ .crsio~i 2.0 (no\\ 1)igir.il USTS) o n  Alpha- 
po\\,erccl 1)EC 3000-scrics \\rot-ksntions. All six system 
c,tlls arc supported,  and cont.lincr 1 / 0  cnn be 1iicn- 
sured in a varicty o f  situations. <:on\.entio~~nl U N I S  
I/O remains, s o  a system can b o o t  and run ~lormally, 
using container 1 / 0  o~il!, k)r specific cspcrj~ncnts .  

I n  o u r  c,irl!r paper, \\.c sl~o\\.cd sig~iific.l~it t h r o ~ ~ g l i -  
p ~ ~ t  i ~ ~ i p r o \ ~ e ~ i i c ~ i t s  for co1itai1icr-ba~~(1isc interprocess 



c o r n m ~ ~ n i c . ~ t i o ~ ~  (IP(:) \\.irliin tlic UI,'I'I<IS \,ersion 
4.23 operating s!arcm o n  a 1)EC:station 5000/200 
system.' With the nc\\. 1,EC OSF/l implcn1encario11 
o n  Alpha \\,orksrations, \ve colnpnrcd tlic 1 / 0  perfor- 
miilicc of con\~cntio~lal U N l S  1 / 0  to that ofco~itnincr 
shipping for ;I variety of I /O dc\,ices as \\,ell as 11T. 
Thcsc esperimcnts ;Ire described in detail clsc\vhcrc." 
Lnrgc improvements in throughput \vcrc observed, 
from 40 percent for Fl)l>I ncn\,orl< 1 / 0  (despite larsc 
non-data-to~~cli i~ig protocol ,inti de\.icc-ciri\.er o\,cr- 
heads) to 700 percent ti)r socket-based I 

We de\liscd an cspcrimenr that cscr-ciscs both t l ~ c  
IPC: and I/ ( )  capnhilities of cont.1incr shipping. 
Images (640 X 480 piscls, 1 byte per pi\cl) arc sent h\, 
onc process anci rccci\wi by n second proccss using 
socket IPC. The recei\rcr process then docs output to n 
frame buffer to displa!, the imngcs on  the screen. This 
is a common npplicarion in tlic Sccli~oi'~ project: \lit\\,- 
ing a11 animation composed of iniages displayed , ~ t  
n r;ltc of up to 30 frames per second (fps). In fact, sci- 
entists often want to \,ie\v as Innn!. sim~~ltancousl!~ 
displayed animations as possible. 

VVc cnrricd out this cspcrinierit ti rst L I S ~ I ~ ~  COII \ ,CII -  

tiorlnl UNIS I/<> (i.c., rcad and write) anci then ~rsing 
container shipping (i.c., cs-read nnd cs-\\,rite). Fig~rrc 4 
slio\\,s the throughput obtained for a scndcr proccss 
trn~isfcrring dam to n rccciver proccss, \\,liich then out- 
puts the data to a frnmc buffer. 'l'lie impro\~e~ncnt  of 
contniner sliipph~g ojZcr UNIS 1 / 0  is almost 400 per- 
cent. Assuming the mnsimum 30 @s rnrc, con\,cn- 
tional 1/0 supports the hll displny of one anin1;ltion 
dnd containel. I/O suppo~.ts six. In ~cncr'll,  rlie grcatcl. 
the ~.clati\.e speed bet\vccn an 1 / 0  de\.icc .~nd mcln- 
ory, the grcnrcr the rclnti\,c throughput of container 
shipping versus UNIX 1 / 0  \\,ill be. 

Related Work 
The use of  vil-tual trnnsfer rcchniclues to ;lvoid the 
perforrnancc penalty of ph!rsical cop!.ing goes back 
to TENEX.'' iblnch ( liltc 'I'ENES) uses \ , i r t~~a l  cop!.- 
ing, i.c., tranbfcrring n data objcct b!~ m'lpping it iri 

the nc \ \  addrcss space, and the11 physically copying if 

Rgu* 4 
Thm~ll~hpur of TPC and Fnw BuRcr Ouq~ur 

the ciatn is modificci (copy-on-\\,rite)." This differs 
ti-om c o ~ i ~ ~ i n c r  shipping, which uses virtual moving; 
i.c., the dl1t.a object Ica\res the source clornain and 
nppcar's ill the destination dolllain, \\,liere it c,ln be 
rc;ici .ind \\,rittcn \\,ithour c~lrsing hult  licindling, 
\\~liicli is cspcnsivc. If thc original domain \\.ants to 
kccp a cop!., it 17in!' d o  SO csplicitl!.. T~ILIS,  container 
shipping places n greater burden on the: programmer 
ill return for irnp~.o\,cd performance. 

The t\\.o s\,sterns that arc most similnr to container 
shipping arc 1)ASH and Fbufs.'"-'" Containers arc simi- 
Inr to tlic I I'C: pages used i l l  1)ASH and thc tist buffcrs 
used b\. F l ~ f s .  I>i\SH pro\~iclt.s high-l>crformn~icc 
i~it~rproccss c o ~ i i ~ ~ i ~ r ~ ~ i c ~ t i o ~ i :  i t acliic\,cs Cist, local Il'C 
by means o f  page remapping, \\~hicli allo\\s proccsses 
to on-n  regions of a restricted area of n shnrcd address 
space. The Ebufs sFtem ~rscs a si~i~ililr technique, 
crilianccd by cachi~lg the p ~ . c \ ~ i o ~ ~ s  o\\/ncrs of a buffer, 
;iIlo\\.in~ ~ C I I S C  a11101ig trusted processes and climi- 
nnting memory management unit (MMU) updates 
nssociatcd with changing buffcr o\\,ncrship. The dif- 
fcrc~ices bct\\,ee~i thcsc n\.o systems ~11id colitnilier 
sliipping ,ire csa~ni~icd in detail clse\\.llcrc." 

I n  ~ddit iori  to co~it.i;~lcr shipping, \\.c ha\,c jn\,csti- 
p r c d  an ,~ltcr~lati\lc I/() s y t cm soh\,are model called 
pccr-to-pccr 1 / 0  (I'PIO). As n direct result of the 
structure of this model, its imple~iient;~tion nsoids 
the \\.ell-kno\\:n ovcrlicads nssociated \virh data cop!!- 
ing. Unlike otlicr solutions, I'PIO also 1.cducc5 the 
nlrniber of contest-s\\,itch opcrntions ~rcquired to pcr- 
form 1 / 0  operations. 111 contrast t o  container ship- 
ping, PPlO is bascd o n  n streaming approach, \\.here 
dat.1 is puniittcd to tlo\\. ben\,ccn a procluccr and c.011- 
slrrncr (tlicsc niay be clcviccs, files, etc.) \\,ithout pass- 
ing through a co~ltrolling proccss' addrcss space. In 
1'1'I(.), proccsses use the splicc systeni call t o  cl-care 
Ikcrncl-m3int.1incd associations ben\lcen procluccr and 
consumer. Splice rep-cscnts all ;~ddition to the con\.cri- 
rion;ll operating sysrcni I/O interhccs and is not a 
rcplace~ncnt for thc rcad and \\!rite systcni functions. 

The Splice Mechanism 
'Tlic splicc nlcclianism is '1 s!,stcm f~lnction LISCJ to 
csrablish a kernel-managcd data pat11 directly betwccn 
l/O de\.icc peers.2.Vt is the primiary mcchnnism that 
processes in\.okc to irsc 1'PIO. With splicc, an npplicn- 
ti011 c~presses an  association bct\\~een '1 data source 
, ~ n d  sink directly to  the operating systcm through the 
use of tile descriptors. These dcscriptors d o  not rcfcr to 
n~cmory addresses (i.c., rhcy arc 11ot buffers): 

s d  = s p l i c e  ( f d l ,  f d 2 ) ;  

As slio\\,n in Figure 5, the call cstablishcs an in-kcrnel 
data path, i.c., a splicc, between a data source and sink 
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,A Splicc Con~lccring n Source to  n Sink l>c\ i i c  

cievicc. If the l/O hus 311d tlie devices support hard- 
\varc streaming, the data path is directly over the bus, 
n\.oiding system memory altogether. Although the 
~ ~ O K S  docs iiot nccess,~rily rnnllipul'~tc the data, 
it controls the sizc and timing of the Jcltatlo\\r. To  
manilx~latc the data, a processing module can be 
do\\,nloadcd either into rhc kernel or  directly o ~ i  tlie 
devices if they support processing. 

Tlic dat,l sourcc and sink de\licc are specified by tlic 
refc~.cnces fcl l and fci2, respccti\,cl\. Thc splice dcscrip- 
tor sci is used in subsequent calls to relic1 or  write to 
control the tlo\\, of data across the splice. For csalliple, 
the fol lo\\.ing call callses size bytes of data to  tlo\\. from 
tlic soilrce to the sink: 

s p l i c e - c t r l - m s g  sc ;  
s c . o p  = SPLICE-OP-STARTFLOW; 
s c . i n c r e r n e n t  = s i z e ;  
w r i t e  ( s d ,  & s c ,  s i z e o f ( s c ) ) ;  

13nra prod~lccd b!, rlie de\.iccs rcfcrcnccd b!, fd 1 is auto- 
niaticnll!~ routed to fci2 \\/itliout user process intcr\ge~i- 
tion, until s i ~ c  b!*tcs lia\,c been produced 'lt the source. 
The increment f eld spccif cs the number of bytes to 
transf r across a splice before returning control to tlic 
callilig L I S ~ I -  npplication. When control is rct~~rneci, 
dati~flo\v is stopped. A S1'LI<:l~,-Ol'-STA1~I'FLOW 
must be esccutcd to restart datiitlo\\: The incrcliienr 
reprcsentsxl imporc~nt  concept in PPIO ;ind refers to  
the amount of d a n  tlie usel- proccss is \\rilling to Iln\,c 
rri11isfcr1-cd by tlic opc~atillg system o n  its bclialf. 
In  effect, it specifics the le\fel of delegution tlie ~ ~ s c r  
~ ~ r ( ~ c c s s i s  u.illi11g to gi\,c to tlic system. Spccifili11~ 
SPl.I(:E-IN<:REMENT'-1)Et;AUL.T indicates tlie sys- 
tem shoulii choose an approprinte increment. This is 
generally a buffer size dccmed convenie~lt by tlic opcl-= 
atins system. 

The splice ~liecha~iism eliminates copy operations to 
user spacc b!. not  rel!sing 011 buffer i~itcrhces such as 
tllose k-".csent in the conventional I / O  fiinctions read 
and \\'rite. B!' eliminating the user-lc\,cl buffering, Itel.- 
ncl buffcr sharing is possible. iMo~.c spccific,lll!,, \\!hen 
block alignment is not required by an 1/0 dcvicc, a 
kernel-lc\.el buffer used for data input may be i~sed 
subseclucntl\l for data output. 

I n  addition to rcmo\.ing the buffering intcrhccs, 
splice also colnbincs the ~.cnd/\\,rite fi111ctio1iality 
togcther in one call. The splice call indic;ltes to the 
operating system thc source and sink of a daratlo\v, 
providing s~~fticicnt  information for thc kenlel to mall- 
age the d.lta transfer b\' irsclF\\.ithol~t requiring uscr- 
proccss execution. Thus, contest-s\\~itch operations 
ti)r data transfer nre eliminated. This is import'lnt: con- 
test s\\*itches consume CPU resources, dcgrnde cnche 
performance by reducing localin of reference, and 
affect rhc pel-forrnancc of \.irrual mclnory by requiring 
TLB in\,ulidatiol~s.~'~'-* 

For applications making 110 direct manipulation of 
1 / 0  data (o r  for those allo\ving the kerncl to  make 
such manipulations), splice I-clcgates the issues of man- 
aging rlic ciatatlo\\. (c.g., buffering and flo\\. control) 
to the Itcrnel. Data mo\,emcnt ~iia!~ he accornplisl~ed 
hy a ke~~ricl-le\~cl thread, possibly acti\.ateci b!, comple- 
tion events (e.g., device iotcrrupt) or  opcl-ating- in a 
more synchronous fiishion. Flo\v cont~-ol may be 
acliievecl by sclccti\le scheduling of kernel threads or  
silnpl!, b!~ posting reads onl!, to darn-producing 
dci~ices \\,hen data-cons~~millg peers complete 1 / 0  
operations. A kernel-le\fel implelncntatio~~ proifides 
much tlcsibility in choosing \\.hich control iibstracrion 
is most appropriate. 

One criticism of streaming-based dar.1 tmnsfer 
~ncchanisms is tliat they inhibit innovation in applica- 
tion dc\rlopmcnt h!' disallo\\~ing ;~pplic.ltions direct 
access to 1 / 0  data." Ho\\.cvc~-, man!, applications tliat 
d o  not require direct manipulation of I/O darn can 
bcncfi t from srl-calning (c.p., darn-retric\.ing scr\.ers 
that d o  not nccd to i~lspect the cintil they lia\ic hcen 
rcclucstcii to tlcli\~cr to J. c l ic~lt) .  Furtllcr~norc, for 
applications rccluiring \\,ell-kno\vn data manipulutions, 
kernel-resident processing modules (e.g., Ritchie's 
Streams) or  ourbo;i~-d dedicated processors x c ~ i i o r e  
easily c sp l~ i t cd  \\lithin the Itcrnel operatins environ- 
11lcnt tl1;11l i l l  LISCI- proccsscs."'~"' 111 f,~ct, 1'1'10 s ~ ~ p p o r t s  
processing rnoi iu le~.~  

PPlO Implementation and Performance 
7 7 I he PI'TO design \lr3s concci\red to support large data 
tr;insfc].s. The decoupling of 1 / 0  data kom process 
address spacc reduces caclic interference and clinlj- 
nares ~iiost  data copies and proccss mnnip~~lation. 
I'PIO and the accompanyi~ig splice systcm call have 
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bccn implemented \\,itliin tlie 'CrI.I'lUS \.crsion 4.23 
operating systc~n fix the l)E(: 5000 scrics work- 
stations, and \\-ithin 1)EC OSF/l \ .c rs io~~ 2.0 ti)r 1>E<: 
3000 scrics (Alplia-po\\.elcr1oc) \\.orkstatio~is, c;ich for 
a limiteci nu~nbcr  ofcle\,iccs. 

Tlircc performa~icc c\ . , i I~atio~l studies of ])PI0 
ln\.c bccn carried out nnci n1.c dcscribcd in o ~ l r  ca1.1~ 
1~1pers."'" Tlic!, indic;itc (:I'U av.lil,ibility inipro\.cs h\' 
30 pcrcent or  Jnorc; and t l i roughp~~t  ;md latent!, 
improve by a factor of  t\\,o to rlirce, dcpendi~ig o n  
the spccd of 1 / 0  dc\,ices. Generally, the latency and 
t l i rougl i~x~t  pcrformancc impro\-cmcnts offered h!. 
PPIO improve \\,ith f,~stcr 1 / 0  de\,ices, i~idicati~ig thnt 
I'l'IO scnlcs \\,ell \r.ith ~ic \ \ .  I/O dc\ ice rccl~nolog!'. 

Improving Network Software Throughput 

Nctlrork I/O presents a special problem in that tlic 
complesin of rlic abstraction Inycr (scc Figure 2 ) ,  ,I 
stack of ~ict\\~ol.k protocols, is gc~~cl.all!, 1n~lc1i greater 
than tliat for other ?yes o f  1 / 0 .  111 this sccrioli, \ \ c  
summ;irizc thc results of an  analysis of  o\~crlicads for 
an implc~iicntation of TC1'/11' i1.c used in rlic Sequoia 
2000 projcct. The primary bottlcncclc in ;~cliie\.ing 
high tliroughput co~nmunicntion for l'(:P/II' is due 
to data-touching opcrntions: one cspcctcd c ~ ~ l p r i t  is 
dnta cop\,ing (from lccrncl to user spncc, alid \,ice 
vcrs;-l); another is tlic chcclts~lrn computation. Since \\!c 
II;I\.C alrcncl!. focused o ~ l  ]lo\\. t o  avoid darn cop!.ing i ~ i  

the previous nvo sections, \\.c discuss ho\\. one can 
safcl!, avoid computing checksunis for J common case 
in ncn\,ork co~nmunicntion. 

Overhead Analysis 
Wc undertool; ,I stud!, to dctcrmilic \\.hat bottlenecks 
might csist in 71'(:P/11' implcmcntations to direct us in 
our goill of opti~nizing througliput. Tlic full sr i~dy is 
described clsc\\.he~-e." 

First, \\,c categorized \ ,a r io~~s  generic fi~nctions coln- 
monly c s c c ~ ~ t c ~ l  b!. T<:l'/ll' (and UI)I'/I 1') protocol 
st;lcIcs: 

(:lieclisurn: tllc clicclis~r~n con?p~itation for UDI' 
(user datagram protocol) ;l1111 1'<Y 

l)atal\/Io\.e: nliy operations tlint in\-ol\.e nioving 
rlata from one memory 1oc;ltion to another 

Mbuf: the niessagc-buffering scliemc. uscci b!, 
Ucrlcclc!, UNIS-based nct\\'o~.lc st1 bs\.stc~iis 

['sotSpcc: all protocol-specific. opcrntlons, such as 
setting hcadcr tields 2nd maintnining ~>rotocol state 

1)ataStruct: the mnnipulntion of \.;lrious data struc- 
tures other than ~nbufs  or thosc acco~lntcd ti)r in 
the ProtSpec categor!. 

ErrorChli: The category ofcliecks for user and s\.s- 
tcni crrol-s, s ~ ~ c l i  as paraliictcr chcckiug o n  socket 
s!.stc~ii calls 

Otlicr: This final category of o\~crIicad i~iclildcs 211 
the opcl.ntions rlint n1.c too slnall to  nicnsu1.c. Its 
tinic \\,:IS co~np~ .~ tc r i  t y  taking tlie ciiffcrcncc 
bcr\\,ccli the total proccssing time 31id rlic suo) of 
tlic times ofall the otlicr categories listed ~ b o v c .  

Otlicr stutlics lin\.c slio\\.n some of tlicsc o\.erlicnds 
to be cspensi\.c:" '-' 

Wc measured the total amount of c ~ e c ~ ~ t i o n  timc 
spc~i t  ill tlic 'l'CP/IP a n d  Ul>l'/IP PI-orocol staclcs as 
ilnplc~iicntcci in tlic L>E(: U1,TRIS vcrsion 4.2a kernel, 
to scnd dnd rccci\.c TI' packets of a \vide range ofsizcs, 
broken ~ O \ \ . J I  .lcrco~-ding to thc categories listed abo1.c. 
All n~c;lsurc~ncnts \\.ere takcn using .I logic anal!~zcr 
.itt.icIicd to a 1)EC:st.ltion 5000/200 \\w-lcst,ition con- 
ncctcti to another similar \\.orl<stntion h!~ nn FI)l>I LAN 
nrtachcd tliro~lgli ,I 1)igitnl DEFZA F1313I ad;~ptcr. 

F i g ~ ~ r c  6 sho\\s  the per-packet processing tilncs 
versus packet sizc for tlic \variol~s ovcl-heads for U1)P 
pacltcts. These arc for a I;irgc r.lngc of pnclict sizes, 
ti-om 1 to 8,192 bytcs. Onc can distinguish n1.o diffcr- 
ent  n'pcs of o\.erlicads: tllosc clue to data-touclling 
opcrntions ( i .c . ,  d.lt.1 mo\,c anti clieclcs~~m) and thosc 
ciw to non-dat,l-touchi~ig operation ('111 otlicr cntc- 
gorics), Darn-touching ovcrI1c;ids dominate the pro- 
ccssi~lg timc for large pnckets tliat npicnlly contain 
npplicarion data, \\.licrcas non-data-touchi~i~ opcra- 
t io~is cionlinnte the processing t i ~ n e  for snla11 packets 
that typically contain control information. Cicnerally, 
d;ltx-touching o\.crliead timcs scale linen~.l!~ \\,it11 
packet sizc, \\.lic~.c,~s ~ ~ o ~ ~ - d n t a - t o u c l i i ~ ~ ~  o\.erlic,ld 
tinies .Ire comp~ir,~ti\.cl!r constant. Thus, data-touching 
o\.erhcads present tlie ni;ijor limitations to achie\.i~ig 
~iiasimuni tlirouglipur. 

Darn-touching operations, \\.liich d o  identical \vork 
i l l  the 'l'(:P and U1)l' sofn\,are, also dominate proccss- 
ing timcs for Inrge 7'C:P pncltcts." 

Minimizing the Checksum Overhead 
As can be see11 in Figure 6, the largest bottlcnecli to 
,ichic\.ing niasimum throughput (i.c., n-liich one 
achicvcs by sending large packets) is the cliccltsum 
con ip~~ta t io~ i .  \'Ve applied t\\.o optimizations to ~ n i ~ i i -  
m i x  this o\,crl~cati: imp-(wing t l ~ c  iliiplcmc~lr.~tio~i o f  
tlic cliccksum co~nputnt io~i ,  and a\foiriing tlic chcck- 
sllln nltogctlic~ in ,I spcci.11 but common case \\.licrc \\.c 
felt \\,c \\,ere ~ i o t  compromising d;ltia integrity. 

\\'e improved the chc~lisum computation in~plc- 
mcnntion by applying some t??il-Iy standal-ci tcch- 
niclucs: opernting o n  32-bit ratlicr than 16-bit \ \ ~ ~ d s ,  
loop ulirolling, and rco~.CIcring of i~istructions to 
~ii,l\-imizc pipelining. LVitli thcsc modific.itions, \\,c 
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U1)I' l'roccssing O\.crhcad Timcs 

rcdi~ccd the chccksum co~nputation tinic by tilore 
tlinn n factor of n\.o. E' ig~~rc 7 s l~o\ \ , s  that tlie o\,crall 
throughput impro\,emcut is 37 percent. Thc throi~gli- 
P L I ~  I I ~ C ~ S L I ~ ~ I ~ I C I ~ ~ S  \\.ere made bct\\.cen t\vo 
DE<:station 5000/200 systcms communicati~ig ovcr 
an F1)DI ncn\,ork. Overall t l i r o ~ ~ g l i p i ~ t  is still ;I frac- 
tion o f  rhc ninsi~ni~rn F131)I nen\,ork bn~id\\~idth 
(100 bll?/>) bccnusc o f  d'ltn-copying o\.crlieaJs and 

ULTRIX CHECKSUM CHECKSUM 
VERSION 4.2A OPTIMIZATION ELIMINATION 

Figure 7 
U1)1'/11' Eild-to-Elid Tl i~ .o l~gl i l~~r  

machinc-speed 1illiit;itions. See Rcfcrcncc 6 fi)r 
dctailcd rcsults. 

A \'cry easy \\jay of significantly raising l'<:P and 
UDP throughput is to simpl!. a\.oiti computilig ~ I l c ~ l i -  
SLIIIIS; i l l  fact, many systems provide options to do just 
this. The Internet cl iccks~~m, lio\ve\rcr, csisrs for 3 

good reason: packcts ;~ rc  occasionall!* corruprcd 
during transmission, and the chccksum is nccded to 
dctect corrupted d ~ a .  In  fact, tlic Intcrncr En&' ~ ~ n c c r -  
ing Task Force (IETF) rcco~nmcnds tli;it systcms not 
be shipped \\.it11 chccksumming disabled b!. dcf.iult:" 

Ethernet and F1)l)I ncnvorks, lio\\lc\lcr, i m p l c m c ~ ~ t  
their o\\.n cyclic r cdunda~~cy  chccksi~ni (CRC). Thus, 
packets sent directly over an Ethcrncr or  F1)l)I nct- 
\\.ark arc already protected froni data corruption, nt 
Ic;ist at tlie Ic\.cl pro\lided by the <:KC. One can argue 
that for LAN conim~~nication,  the Internet chccksum 
computation does not sig~iificantly add to the mnchin- 
el.!, for error detection all-cndy pro\tidcd in h;~rd\\rnrc. 

TIILIS, 0111- second optimization \\,as simply to elimi- 
nate the sofr\vare cliccksu~n computation altogether 
\\,hen computing the chccltsum \voulJ ~iiakc little 
difference. Consequently, as pnrt of the implcn~enta- 
tion of the protocol, \\,hc~i tlic sourcc and dcstinn- 
tion arc determined to bc o n  tlic sanlc LAN, tlie soft- 
\\.are chccksum compuration is a\.oidcd. Figure 7 
sho\\ls the resulting 74 percent impro\~cmcnt in 
throughput ovcr the ~~nmodif icd  UIIPRIS \.ersion 



4.23 operating system, ;ind a 27 pcrccnt impro\,cmcnt 
o\#cr the inlplclne~ltation \\/it11 the o p t i m i ~ c d  chccl<- 
S L I I I ~  c o ~ i i p ~ ~ t a t i o n  algosithm. 

O f  course, o n e  must  be very cnrcti~l nhout  deciding 
 lie^^ the 11itc1-net cliccl<suni is o f  ~ i i i ~ i i ~ i i . i l  \ ' ,~luc. LVc 
bclic\,c it is rcilsonahlc t o  turn off  chccksums \\,lien 
crossi~ig a single net\\-ork that  implcnicnrs its o \ \ m  
(:I<(:, cspcciall\, \ \ .Iicr~ olic considc~.s tlic ~>csforninnc.e 
bcncfts  o f  doing so. In 'iddition, since the dcs t ina t io~a  
o f  most T<:l' ,ind L11)I' paclicts ;Ire \\,itliin thc same 
LAX on  \\.hicll the!, arc scnt,  this polic!, climi~iarcs tlic 
sofn\,are chccks~rm compl ta t ion  k)r 1i1ost pacl<ets. 

0 t 1 r  ~ I ~ e e I t s i ~ ~ i i  c l i~i i i~l ; l t io~i  policy diffcss somc\\.lint 
fi.0111 traditio~i.ll T(:I'/I I' design i l l  one  aspect o f  p ro-  
tection against corruption. I n  nddition to the protcc- 
tion hen\-ecn ncn\.orli intcl-61ccs gi\.cn by the Etllcrnct 
and t'l>DI c l i ~ c l i ~ u t l i ~ ,  \\.c r.ecluirc 2 sofn\.arc chccltsum 
in host  memory  as ;I protection from errors in dara 
t ~ i n s f c r  over tlie 1 / 0  bus. For  c o m m o n  dc\,ices sucli 
as disks, lio\\,c\.c~., ciilra tr,lnsfcrs o i c r  the I/O bus .11.c 
routinely assumcd to be correct n ~ i d  arc n o t  chcckcd in 
soft\\,;irc. Thcrcfore, n reduction i l l  protection against 
1 / 0  bus tra~isfcl. erross for nct\\.ork dc \  ices docs not  
S C C I ~ I  i~rircnso~i.lblc. 

Turn ing  off  the  Intcrnct  chccltsum p~.otcction ill 
an!, \\,icier arc.1 contest  seems un\\ isc \\.itIiout consid- 
erable justification. N o t  all nct\\.orlis are protcctcd b!. 
C:R<:s, and it is difficult t o  scc lie\\' o n e  ~n ig l i t  ~ l l c i l i  
that i l l 1  cntirc routed path is protected by (:l<((:s \\.itli- 
o u t  undue complications in\.ol\-ing [I' extensions. 
A ~ i i o r c  h n d ; ~ m e n t a l  problem is that ncr\\,osIi (:I<<:s 
protect a piickct only bcn\rccn ~ lcn \ .o rk  interhie>; 
errors ma! arise \\.liilc n packer is in 3 gate\\ .I!. machine. 
A l t l ~ o u g l ~  sucli cor rup t io~i  is ~~~ilil<el!, ti)r '1 single 
n~acliinc, the c h ~ n c c  of' data corruption o c c ~ l ~ . r i n g  
incrcascs erponcntiall! \\.it11 the n ~ ~ m b c r  o f  gate\\-n!,s 
a px l tc t  crosses. 

Summary and Conclusions 

\;Vc dcscribcd \~;lrioirs solutions t o  achieving high 1x1.- 
formnnce in operating s!.stcm I/(> and nct\\,ork soft- 
\\.arc, \\,it11 a particular cmpli~sis  ~ I I  t l i roupl ip~~t .  T\\v of  
the solutions, container shipping and peer-to-peer I /O,  
focused o n  changes in the 1 / 0  system sofn\.nrc struc- 
rilrc to  ~ \ . o i d  Jat<l cop!,ing and otlicl o\.crlicnds. Tlic 
third solution foeuseti on the a\foidancc o f  ;ldditioniil 
data-touching o\.crlicads i l l  T(:P/I P ncn\,orli soh\ .arc .  

(:o~it;lincr shipping is .I Iicr~icl scr\,icc th.it pso\.irics 
1 / 0  operat io~ls  for user processes. High p c r k ) r ~ n ~ n c c  
is obtnincd by climil~ating tlie in-mcmosy darn copies 
traditio~inll\r associated \\,it11 I/O, \ \ , i t l i o ~ ~ t  \nc~.ificing 
safer!, o r  rel!,ing o n  dc\~iccs \vith special-purpose f~11ic- 
tionnlity. Furt1ic1- g;lins arc acl~icvcd by permitting tllc 
selccti\.c accessing (mapping)  o f  ii,lta. Wc ~ i icns~~rcc i  

p c r h r m n ~ l c c  i m p r o \ ~ c m c ~ i t s  o\*er UNIX o f  4 0  percent 
( ~ i c t \ \ ~ o r k  L/O) t o  700 pcrcclit (socket IPC).  

I'PIO is based on the hypothesis tIi;lt the Incmory- 
oriented ~nocicl o f  1 / 0  present in most  o p c r x i n g  s!,s- 
reins prcscnts a bot t lc l~cck that ndverscly affects ovcrall 
performance. P1'10 dccouplcs user-process esccution 
h o ~ n  intcrcfc\.ice ~iatatlo\\. .inel can acliie\,c i~ilpl.o\.c- 
Iiicnts in botli latency and th roughput  over convcn- 
tionnl s!.stcms by a h c t o r  of 2 t o  3. 

Finall!., \\.c considcrcd t l ~ c  special c;isc of ncr\\,ork 
I/O \\!here data m o \ , i n g / c o p y i ~ i  is nor the only major 
o\,crlicad. \Ye slio\\,cd that thc checksum computation 
is a major s o ~ ~ r c c  of'l'(:I'/IP nct\\.(>rli ~ ~ s o c c s s i ~ ~ g  o\w- 
Iicad. \,Vc impro\.ed pcrforunnncc b!. optimizing rhc 
cliccksum compi~ta t ion  algorithni and climin;iting 
the cllcclisu~n c o m p ~ ~ t a t i o n  \\.lien c o r n ~ i i ~ ~ n i c a t i n g  o\.cr 
.I single 1,AX t h ~ t  supports its o\\n (:l<C:, improl ing 
t l i roughpi~ t  hy 37 pcrccnt to 74 percent for Ul>I'/IP. 
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