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Editor's 
Introduction 

This issue of the Digital Technical 
Jot~nzalpresents papers on  a range 
ofcomputing subjects, bcginning 
with recent advances in storage tech- 
nologies, followed by network routcr 
cluster enhancements, neb\/ desktop 
s o b a r e  for sharing 3-D applications 
across platforms, and an experimental 
High Performance Fortran debugger. 

DIGITAL'S storage engneers have 
been leaders in the definition of  the 
parallel small computer system inter- 
face (SCSI) ANSI standards and in 
related technology improvements. 
Bill Ham's paper focuses on four 
advances in the physical fcatures of 
SCSI that resulted in major increases 
in SCSI capabilities and minor distur- 
bances when incorporated in existing 
installations. The  discussion spans 
de\~elopments from SCSI-2 through 
UltraSCSI, including speed increases 
in the synchronous data phase; longer, 
more co~nplex configurations enabled 
by bus expanders; physical versatility 
inherent in a decreased size o f  the 
interconnect; and d p a m i c  removal 
and replacement of  de\ 'ices ' on an 
active bus (hot  plugging). 

The subject of our next paper is 
nenvorks, and the emphasis of  the 
engineering is on  customer require- 
ments for reliability and availability. 
Router clusters, described here by 
Peter Higginson and Mikc Shand, 
were developed to provide fast fail- 
over response in IP nenvorks and are 
defined as a group of  routers on  the 
same local area nenvork ( L A W )  pro- 
viding mutual backup. New router 
cluster protocols and mechanjsms 
restrict the loss ofservice that results 
from 3 failure o n  the nenvork, speci- 
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fically on nenvorlts requking high 
availability, such as telecommunica- 
tion and stock exchange nenvorlts. 
The  authors analyze failure cases and 
present the solutions that reduced 
service-loss time from approsimately 
30 t o  45 seconds t o  5 seconds in both 
L.AN and \YAY e~~\r i ron~nents .  

Collaboration sofnvare for deslc- 
top systems can be broadly defined 
t o  encompass a range o f  capabilities, 
from a siilple transfer of  data between 
users, such as e-mail sent over a net- 
\vork, t o  real-time sharing oftest ,  
graphics, and audio and video data. 
La-ry and Ricky Palmer have designed 
a sofnvarc product, called Shared 
Desktop, for users wllo w u ~ t  to  share 
three-dimensional graphics applica- 
tions and audio across networks. 
Notably, the design differentiates 
itself by supporting n~ultiplc operat- 
ing systems, currently enabling real- 
time interopcration among \/Vindo\vs 
and UNIX spstems. T h e  authors dis- 
cuss the decision t o  create a "view- 
port: \vIlich is a part of  the desktop 
screen, and issues they addressed dur- 
ing implementation, including proto- 
col splitting, screen capturc and data 
liandlu~g, and d i ss idar  hame buffers. 
They co~lclude with ideas for possible 
enhancerncnt of  the product in the 
f i  ture. 

In a previous issue of tl~e]o/our~zal 
featuring technical computing topics 
(vol. 7 no. 3), Jonathan Harris e t  al. 
dcscribed DIGITAL'S Fortran 90 
compiler that implements High 
Performance Fortran version 1.1, 
a language for writing parallel pro- 
grams. An o ~ ~ t g r o w t l i  of that \vork 
is an experimental debugger, code- 
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named Aardvark, that "reconstructs" 
for the HPF programlncr a single 
source-level vie\\/, even though thc 
program has several flows o f  control 
and the data are distributed. David 
LaFrance-Linden discusses the chal- 
lenges faced in creating the debugger 
and dcscribes useful techniques and 
concepts, such as logical entities, that 
can be generally applied to  debugger 
design. 

Readers interested in past issues 
of  the./ozrrnnlare invited t o  visit the 
Journal Web site a t  http://u-mv. 
digital.com/info/dtj/. O u r  nest  
issue will address such topics as opti- 
mization of NT executables o n  Alpha, 
a new graphics program, and VLM. 
A Special Issue o n  programming lan- 
guages and tools is being developed 
for publication in the fall o f  1998. 

Jane C. Blake 
ibiianaging Editor 



Foreword 

Welcome t o  the winter 1997-98 issue 
of the Digital Technical Joumzal. This 
issue does not  have a single theme; 
it contains a potpourri ofpapers o n  
a wide range of  technical topics. This 
provides the foreword writer with a 
small gift and a not-so-small headache. 

The  gift is the opportunity to  tout 
the continuing fecundity of DIGITAL'S 

Richard Lary engineering community. A1 the 

DIGITAL Storage Tccb~ticulDiyector p T c r S  in this issue of the./ournal 
" 

come from product development 
groups in DIGITAL, and all the tech- 
nology described herein is directly 
applicable t o  the problems of  using 
computers in the real world. T h e  
papers themselves cover a wide range 
o f  topics: designing storage buses 
and their infrastructure; building IP 
routers that reduce network delays 
caused by link or  router failure; sharing 
3-D graphical and audio data across 
nenvorlts of coniputers with different 
windowing systems; and debugging 
programs written in languages that 
incorporate data parallelism. 

The  headache, ofcourse, stems 
from this very diversity. Any attempt 
to  derive some set of common under- 
lying principles other than "rnalte 
better stuff" from this collection is 
doomed t o  sophistry. And my techni- 
cal background is too  narrow to pro- 
vide any significant embellishment t o  
any of  the papers outside the domain 
ofstorage systems. So, with apologies 
t o  the other autl~ors, I am forced t o  
restrict my comments t o  what I know 
-the background and impact o f  Bill 
Ham's work o n  advances in parallel 
SCSI which are presented in his paper 
in this Jo~~nzul. 

Bill Ham's paper not only describes 
a significant technical achievement; it 
illustrates DIGITAL'S shift from engi- 

neering proprietary storage systems 
to engineering open storage systems. 

The SCSI bus was developed dur- 
ing the early 1980s as one of  many 
attempts to standardize the interface 
t o  storage devices. I t  succeeded beyond 
the expectations o f  its developers, 
largely because it s ~ ~ p p o r t e d  a device 
model that was abstract enough to be 
extensible but inexpensive enough t o  
be implemented in the technology o f  
the time. For all its advantages, how- 
ever, SCSI suffered from poor engi- 
neering at  the physical level. This was 
a direct resuIt o f t h e  way it was devel- 
oped.  T h e  diverse corporate repre- 
sentatives that defined SCSI did no t  
have the time o r  money t o  specify and 
build custom bus infrastructure com- 
ponents (transceivers, cables, termi- 
nators, etc.), so thejl used commo~lly 
available parts. A lack of  sophistica- 
tion in specifying physica) interface 
parameters resulted in a specif cation 
that aJlo\ved too much component 
variation. As a result, it was difficult 
to build reliable, multi-box systems 
 s sing SCSI. 

DIGITAL'S attitude towards SCSI 
during this period was t o  ignore it 
and hope it would g o  away. We had 
designed our  o\vn proprietary Digital 
Storage Architecture ( DSA), \vhich 
utilized ul abstract and estensible 
device model and also incorporated 
many large systeni feahues, including 
a robust physical interconnect. We 
controlled the  design and manufac- 
ture  o f  all DSA components  and 
could thus guarantee that they all 
met tight arcliitectural specifications. 
 moreo over, DSA was a Itey enabling 
technology for ViMS Clusters, the 
individual DSA components were 
competitive with their counterparts 
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born the proprictasy storagc arcl~itcc- 
tures of other 1.1rgc systcms compa- 
nies, our  customers \vcrc I~appy, and 
the storagc business \\,as prof table. 
\Ye \\,ere feeling quite pleased \vith 
oi~rscl\~cs-and wc \\,ere profi)undl!r 
ignora~it of the po\\,cr of a succcssti~l 
ope11 m'lrkct standard, since one had 
never csistcd i l l  tlic stomgc \\jorlci. 

1)uring tllc I ~ t t c r  hnlf oftlie 19SOs, 
SCSI grew steadily in populnrity until 
it dominated the \vorkstation and 
small-scr\lcr niarkcts. 'These systems 
had at most J fc\v disk ciri\~cs o n  
rlieni, and SCSI's signal i~ltcg~-it!, 
problems \\,ere managcal.>lc j11 tlint 
contest. They \\,ere not nlanagcable 
in tlic larger a n d  more ticmandi~lg 
data center systcms, and so SCSI \\.as 
 lot used there. The SCSI standards 
group \\,as a\\.arc of  the bus's dcticicn- 
cies, lio\\,c\~cr, 2nd as tlic d c c ~ d c  pro- 
grcsscti, the group made amcntimcnts 
to  t l ~ e  stand,ird to  cliniinatc In,ln!. of 
thcm. B!! the turn of the dccadc, sc\ - 
cral independent su bs)'stcm \.eneiors 
\\.ere sclling subsystems utilizing S<:SI 
devices as storagc ti)r l a q c  I)IC;I'l-AI, 
systcnis. Thcsc subsystems did not, 
in gene]-ill, h,l\.c the fcat~~rcs, pcrhr-  
mancc, or roh~~stncss  of our subsys- 
tems, but they \\,ere signiticantl!~ 
cheaper ~ n d  improving all the time. 
13)) 199 1 , ~t liad bccomc o b \ i o i ~ s  to 

LIS that we \vould not be able to  c o n -  
perc with thcsc systems in the long 
run. Thcy were leveraging an entire 
industry's in\,cst~ncnt and talc~it 2nd 
\\~crc reaping the cost benefits of 
higIi-\'olun1c ~ n c i n u h c n ~ ~ ~ i ~ ~ g ;  \\,licreas 
\\/c liad to design ,i~id m;lnuhcturc ( ~ t  
rclari\,cl!~ lo\\, \ ~ o l u ~ ~ ~ c )  c\'ery component 
ofc\.ery 1)SA system o~~rscl\,cs.  

Our position \\,as unte~l,~blc. Wc l i ~ d  
to clluige our n a t c g .  and embrace the 
bus that \\.c had so studiously ignored. 

We desig~ied a modular pack'lging 
archi tcct~~re for SCSI devices (kno\\,n 
commerciall!, CIS Storagcb\Iorks) .lnd 
n set ofstorage arrny controllers that 
intcrf,lccd rliese de\ices to O L I ~  sys- 
tems (nnd systcms fi-om other rn;~jos 
\vendors as \\~cII). We also becanlc 
active participants in the S<:SI stan- 
dards process. \Vl~cre I3I<;I?;\L had 
previo~~sly sent one or  two engineers 
to  SCSI standards meetings st~ictly t o  
g,itlier infornl.~tion, st,irtcd to send 
up to half-a-dozen engineers to listen, 
IcCisn, pa'ticipate in dcb,irr, help 
\\.it11 the grunt \\,ark of tlie st,uidards 
process, and make proposals to  amelid 
o r  extend the standard in dircctiolis 
uscli~l to  LIS and our customers. 

O u r  neu.  nodular packaging 
design allo\\,cd our  customers to  
install and remo\,e storagc de\.iccs 
thcniscl\~es and to  migrate storagc 
dc\,iccs bct\\.een s\.stems, c\.cn 
bct\\.ccn s!.stelns built by different 
system \,endors. This modularit!, 
pro\,cd t o  be a \.er!. valuable featt.~re 
to our  customers. Ho\\.e\ er, it 
I-ccluircd 11s to  build a pli!.sic,il infra- 
structure for tlie SCSI bus rllat Ii~ci 
thc robustness needed by our large 
s!atcnls a n d  that could acconlmodatc 
a great de.11 of  variability in configura- 
tion, a i d  to  use a bus that \\,as kno\vn 
t o  have res id~~al  signal integrity prob- 
Ions in its physical interconnect. Wc 
\\.ere ~l~~dcrstandabl \ .  \\,osricci n b o ~ ~ t  
this, \\~orriecl enough to clia~.tcr n 

snlall g r o ~ ~ p  ofcnginecss as n SCSI 
Isus Technical Office (SRTO) \\'itliin 
the storage group, anci to  dc\,clop 
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short-term conti g~11~1tion gl~iciclincs 
fo1- OLII- p.1ckilging arcliitcct~~rc and  
long-term tcchllical proposals fbr tlic 
S(:SI physical bus archi tcct~~re.  Bill 
IrJaln has bccn tlic heaci ofSBTO 
since its inception 2nd has also been 
oul- rcprcsc~itati\~c to the SCSJ com- 
mittee on  all matters relating to the 
pliysic.ll bus intcrconncct. 

In  the s~11i1nier o f1093 ,  Rill com- 
pleted .I study of  the signal integrity 
issues sur ro~lnd i l~g  parallel SC:SI. His 
conclusions \vcrc startling. l'hc SCSI 
standards commirrcc had, o\,er the 
\'CJI-S, 11i~dc c11o11gIi i~nprovcmcnts in 
tllc Lxsic trans~nission line cli~ractcris- 
tics of tlic SCSI bus that most of tlic 
rc~iiaill~ng signal i~ltcprin, problcms 
\\.crc ~ L I C  to  the \,ariations in compo- 
ncnr parameters nllo\\ui b!. the S(:SI 
spcci tication. Exercising tighter con- 
[I-ol o\-cr component variation- 
thl-ough building sclcctcd co11,po- 
1lc11ts or t l i ro~~gl i  p~~rcl iasc specifi cn- 
tions \\.it11 our 5i1l>plicrs-\\.ol1Iei not 
onl!. proci~~cc csccllcnt signal ~ntcgrin, 
ill our pxcknging but \\.o~llci ,lllo\\. the 
masimuni clock rate of the bus to  be 
doubled \\,liilc nl'lintaining cscellcnr 
signal i~ltcgrity and back\\-ards com- 
p.itibiliy \\,it11 csisring S<:SI dc\.iccs. 
Eill's ~scsults also i~lciic~ltccl t h ~ t  thc 
~ n n s i m l ~ ~ n  clocl< rate colllci Ix i~lcrcascd 
o r e n  further, \\'it11 nlorc \\,ark. 

This disco\zcry chime at '1 crltic.~l 
timc in the c\lolution oftlic S<:SI 
stanrlard. Much of  the SCSI standard 
co~n~ilittcc's c f h r t  in the early part of  
the 1990s \\~ns being spent in niodifi,- 
ing the S(:SI stanciarci so that serial 
buscs could carry tlic higher l e \ ~ l  
S(:SI bus protocols. Tllc comnlittcc 
had startcci this \\,or/< under the 



assuniption that parallel SCSI was 
"out of gas" in performance, and 
the new serial bus variants would 
supplant it by mid-decade. However, 
by 1993 not only \\)as the definition 
and implementation of  the serial bus 
going slower than expected, but there 
were three independent and incom- 
patible serial bus proposals, each with 
unique uscfiil features and unique 
drawbacks, each wit11 a cadre ofsup-  
porters anlong the industry represen- 
tatives. T h e  market would ul timatcly 
choose \vhich serial buses would 
thrive; but it was highly unlikely that 
all three would thrive. Storage ven- 
dors that made the wrong bus choice 
\\lould suffer for it. Most galling t o  
the technophiles among us, the niar- 
ket's choice could not be predicted 
fro111 the technical merits of thc con- 
tenders. If it could, \\~c'd all have 
Betarnas V C l b  in OLII- homes today. 

So, DIGITAL decidcd t o  have Bill 
present his rcsults to  the SCSI com- 
niittec at its November 1993 mceting 
and recomn~end that the committee 
extend the SCSI specification to allow 
the bus to  run at  up to  nvice its old 

m ~ ~ i r n u r n  clock rate if the components 
in thc physical interconnect met the 
tighter specifications. Our  motive in 
doing tlus was purely selfish: we were 
not ready t o  choose among the serial 
bus proposals, yet we \vould soon 
need more performancc than parallel 
SCSI could offer. A higher perfor- 
mance parallel SCSI would allow us 
t o  improve our  storage subsystem 
performance without having to stake 
our  fortunes on  a potential Betarnax. 

Bill's presentation at  the SCSI 
coni~ui t tee meeting was met  with 
enthusiastic approval. I t  turned out- 
surprise!-that other system vendors 
were feeling as uneasy as cvc were 
about the serial SCSI buses. The pro- 
posal, christened UltraSCSI, was 
adopted as all estension t o  the parallel 
SCSI standard. Bill H a m  and the 
SBTO tlien ntorked with component 
vendors and the SCSI con~mittee to  
develop tlie thinncr cables, sn~aller 
connectors, and SCSI espander cir- 
cuits described in his paper, all with 
the aim of keeping parallel SCSI as a 
desirable alternative to  the serial SCSI 
buses. Today, four pears after its com- 

 nitt tee debut, UltraSCSI is solidly 
enuenched in the storage market. I n  
fact, storage market analysts are no\v 
projecting that the combined volume 
o f  devices o n  all serial SCSI buses 
(yes, there are still three, but the 
market has already picked one, Fibre 
Channel, as the winner) will not  
exceed parallel SCSI device \~olumes 
until early in the next century. And 
the SCSI committee has finished 
extending the parallel SCSI specif - 
cation t o  achieve a second doubling 
o f  maximum bus clock and is in the 
niidst of  defining a third doubling. 

Without hyperbole it can be said 
that the technology cmbodicd in Rill 
Ham's paper has directly affected the 
course of  the computer storage indus- 
try, and it cont i~lues to  affect posi- 
tively DIGITAL'S position in that 
industry. Enjoy reading the paper 
and those that follo\v it in this issue. 
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\Yilliarn E. Ham 

Recent Advances in Basic 
Physical Technology for 
Parallel SCSI: UltraSCSI, 
Expanders, Interconnect, 
and Hot Plugging 

DIGITAL uses SCSI technology in most of i t s  

storage products and consequently has led 
major standards and industry bodies to improve 
the technology in the following areas: increased 
synchronous data phase speed beyond fast SCSI; 
longer, more complex electrical configurations 
by means of expander circuits; versatile and 
more manageable connectivity through a 
smaller, improved physical interconnect; and 
dynamic device insertion and removal. Data 
phase transmission rate extension is achieved 
through understanding and controlling silicon 
chip timing and transmission media parameters. 
Using expander devices to confine transmission 
line effects to shorter segments allows large 
increases in the maximum distance between 
devices and in the device population within the 
same SCSI domain. Expanders enable complex, 
hublike configurations to be created without 
changing existing SCSI devices or software. 
The use of 0.8-millimeter connector technology 
and consideration of cable losses has reduced 
the physical size of the external shielded inter- 
connect by approximately two thirds, decreased 
the number of parts required to support com- 
plex configurations by a factor of 10, and 
increased the interconnect density to the same 
level used in serial SCSI. Finally, the mating and 
demating events that occur during device inser- 
tion and removal produce a spectrum of small, 
undetectable, electrical disturbances on the 
active bus that appear to be limited by the 
physics of the media and device capacitance. 

Introduction 

Parallcl Small Computer System Interface (SCSI) is the 
nlorkhorse technology for most of the storagc applica- 
tions in DIGITAL products today. This device and 
interconnect tccl~nology spans all systcni offerings 
from tlie si~nplest to thc most complex. SCSI \\,as intro- 
duced to the higher-end products in the early 1990s as 
the open slatems follow-on to the DIGITAL propri- 
etary Digital Storage System Interconnect (DSSI) and 
Computer Interconnect (CI) teclinologies. 

As system demands havc increased, SCSI has evolved 
to meet the nceds. DIGITAL has made considerable 
contributions to thc technology and led the effort to 
,xchieve industry standardization. This paper details the 
most significant developments in the physical features 
of parallel SCSI technology over the last several years 
that have dlo\ved it to continue to serve llIGITAL cus- 
tomers in an effective, competitive way. The discussion 
targets tlie foIlo~\~i~ig four important areas: 

1. Speed increases in the sy~~chronous  data phase, 
\\)hicli res~~l tcd  in the ANSI detinition of UltraSCSI 
(Fast-20 SCSI) technology1 

2. De\/elopmcnt of software-in\lisible circuits, gener- 
all!, called expanders, that enable segment~t ion of 
SCSI domains into easily managed pieces 

3. Ne\v connector and cable technolog)l, namely the 
Vcry High Density Cablcd Interconnect (VHDCI) 
device, that dccrcases the interconnect size and 
complexity by many fold2 

4. Dynamic removal and replacement of dc\ ~ I C C S  ' on an 
activc bus, \vhich is referred to as hot plugging 

DIGITAL made substantial contributions in the 
four areas. This \vork included creating the espander 
and intcrconnect standards projects; leading the work- 
ing groups that dcfined the Fast-20, espander, and 
interconncct standards; pro\liding data for the Fast-20 
and hot-plugg~ng projects; and proposing and g a i ~ u ~ i g  
approval for the hot-plugging standard. 

The author has taltcn a plienome~iologcaI approach 
throughout, because in most cases there are too  maiy  
unknowns to  achieve a rigorous analytical result. This 
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paper focuses 011 dcvclopmcnts fro111 SCSI-2 through 
UltraSCSI and specifically does not addrcss the ne\v 
Lon, Voltage Differential (LVI)) technology being 
introduced for the Iiighcst-spccd applications. 

Pedigree 
SCSI is defined in several ANSI standardsl.".'l and in the 
material that \vas developed to create these standards?." 
The standards \\rere generated over the last dccade 
through a cooperative effort of approxiniatcly 6 0  major 
companies in the colnpilter and computer support 
industry. As a result of this pedigree, the primc directive 
for SCSI technology is interoperability of devices 
designed and manufact~~rcd by different companies. 

Tlie details of the  physical designs used to implement 
SCSI may not be visible to users and researchers; these 
details contain much of tlic marketing and tech~iical 
chffercntiation bcn\!ccn tlic products of tlie participat- 
ing conipa~iies and are thercforc hidden in the silicon 
design. The behavior at the device connector per\iades 
the SCSI spesifi cations. The basic assumption is that as 
long as the propcrtics arc compatible at these connec- 
tors, device substitutio~l is possible. Thus, SCSI dcviccs 
may be both interoperable and of difkrent designs. 

Basic Architecture 
This section reviews the basic architecture of parallel 
SCSI. The SCSI bus is a parallel, multidrop, wired-OR 
configuration. 

Signal Multiplexing and Phases The parallel signal 
construction of  the bus allows multiplexing of  some 
signals during diffcrent phascs of commi~nication so  
that the same signal lines may have \,cry different func- 
tions in different phascs. Thc physical behavior of sig- 
nals is usuall!l limited by the phase during \vliicli the 
shortest pulses are used and tlie demands for signal 
integrity are tlic highest. Thc liniiting SCSI phase is 
the data phase (payload phase) that is esecuted \\rith 
the highest synchronous rate. For UltraSCSI, this peak 

Table 1 
Terminology for Data Phase Speeds 

repetition rate is 20  megahertz ( M H z ) .  Table 1 con- 
tains the generally accepted terniinolop rclatcd to 
data phase speeds. 

Because of the wired-OR property, each signal in 
the bus must be driven to a kno\\rn statc C \ ~ C I ~  if no  
SCSI device is acnially driving the signal. S<;SI uses the 
logical 0 state (negated state) as the undri\.cn state and 
uses the bus terminators to drive the signal to this state 
in the absence of any driving devices. Tlie device signal 
drivers must o\.ercome this terminator-driven logic 
state of 0 in order to  send 3 logical 1 (asserted statc) 
onto  the signal line. 

SCSI signals must support all frequencies, from stat- 
ically driven by the terminators only ( 1)C) to the third 
harmonic of the fastest signal edge in tlie syncli1.onous 
data phase. In many cases, tlic S ~ I T I C  \\!ire mi~st  SLlpport 
all these frequencies at diffcrcnt tirncs during tlic SCSI 
protocol. 

The highest signal edge sle\v rates for UltmS(:SI 
are approsimateljl 500 milli\~olts per nunosecond 
(mV/ns). A 2-volt (V)  transjtion requires approsi- 
rnately 4 ns/5.4 ns/meter ( m )  = 0.74 m for a signal 
edge (assuming 5.4 ns/m as the propagation velocity 
of the signal edge). Therefore, somc relief cxists 
because the connectors and cable assembly tcrniina- 
tions are much smaller than the signal edge length; thc 
connectors and terminations d o  not need to  have care- 
fitll!l controlled characteristic impedance propertics. 
This allo\vs the use of the technology a\~ailablc in tlic 
connector and cable assembly industry to optimize 
the interconnect properties ~vithout the considerable 
design, manufacturing, and test burden imposcd by 
controlled impedance requiren~ents. 

Transmission Modes Tlie trans~iiission ~ n o d c  of a 
SCSI bus is deternuned by the propcrties of the 
terminators that, by definition, constjtutc tlic ends of 
die bus. Terminators also supply most of tlie energy 
required to operate the single-ended transmission-mode 
devices and additionally provide tlie required matching 

Data Phase Speed Name 

Maximum Transfer Maximum Byte Maximum Byte 
Rate (Million Rate (Narrow) Rate (Wide) 
transfersfsecond)' (Megabyteslsecond) (Mega bytesfsecond) 

Asynchronous Unspecified Typically - 3 
Slow (synchronous) 5 5 
Fast (synchronous) 10 10 
Ultra (synchronous)* 20 20 
Ultra2 (~ynchronous)~ 40 40 
Ultra3 (~ynchronous)~ 80 t o  100 80 t o  100 

Typically - 6 
10 
20 
40 
80 

160 t o  200 

'One transfer is 1 byte in narrow mode and 2 bytes in wide mode; 1 byte equals 8 data bits plus 1 parity bit. 
'Ultra is synonymous with Ultra1 and Fast-20. 
Qltra2 is synonymous with Fast-40. 
'Rates not yet finalized; Ultra3 is synonymous with Fast-80 or Fast-100. 
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t o  tlic characteristic i~-llped;uicc of  tlie tmnsrnission Iinc. 
I n  differential SCSI, the  t c r~nina tors  pro\.idc ;I small 
portion o f  the o\.crall e n c r g ,  rccluired t o  opcratc the 
bus; the  differcntial dri\,ers suppl\. the rcmaindcr o f  
the energy. 

l>ri\rers tha t  \\,ant to transmit an asserted statc 
~ i i ~ ~ s t  o\,ercolnc the biasing pro\.idcd b!, rlic t c r ~ n i n a -  
tors. T h e  dri\rcrs operate locnll! o n  the bus .lnd alter 
tlic state in their immediate \,icinin,\\.hcn the!, s\\.itch 
o n  and off: F o r  singlc-cndcd SCSI, the 0 state is 
approximately 2.5 V and the  1 state is approsiniatcl!~ 
0.5 V. F o r  high-voltage diffcrcntial SCSI, the  0 statc 
is approximately -1 V t o  -2 I;, and thc 1 statc is 
approximately 2 V. ( T h c  diffcrcncc bet\\-ccn ,I statc 
1 and a statc 0 is higller \\!it11 difl-'crential-t!!picallk 
approsirnntcl!~ 4 V.) 

For single-cndcd transmissions, the d~.i\.crs opcratc 
o n  cnel-9. pl-e\riously storcci in tlic bus 17\, tlic tclnliiia- 
tors. Tllis energy is niostly clcctrostatic energy in thc 
chargc storcd in the capacitance o f  tlie transruission line 
for negated states and electromagnetic c n c r g  in the 
currcnt flo\ving through the inducta~lcc o f  the trans- 
mission line for asserted sr.itcs. Ultimatcl!; thc tcrmina- 
tors \ \ r i l l  set the statc back t o  ncgatcd nticl- the dri\w-s 
cease t o  soul-cc o r  sink currcnt; lho\\~c\,e~., tllis only hap- 
pens ahcr  the 1.o~111d-trip p ropw:~t ion  dcla!. tioni the 
dri\.cr t o  the fLi~-t l~cst  t e r rn i~ i~ l to~ .  if tllc hus docs not  
I I ; I ~ C  ~ i ia tched charactelistic impcctancc propcrtics. 

Approximately tlie same e n e r g  tr3nsk)r1nations 
occur  for diffcrcntial SCSI, bu t  significant currcnt  is 
supplied by the  drivers for both the asscrtcd and the  
negated states. 

Multidrop Requirements T h e  t i i~~l t id rop  a~.cllitccturc 
requires a continuous lo\\,-resistance path c~llcci thc 
b ~ ~ s  path bet\\,ccn the ternli11;ltors ~ n d  .~llo\\.s dc\.iccs 
t o  bc attached t o  this path. T h e  number  and propcr- 
tics o f  thcsc attaclicd devices vary \ridcly because o f  
many factors including the spccd o f  opcl-~ltion, tlic 
o\.erall length o f  the bus, and tlic tr.insmission mode .  
Attnclicd dc\.iccs nl\\.a!-s disturb tlie tr;lns~nission linc 
pr'opcrtics o f  the bus path; the kc! t o  s u c c c s f ~ ~ l  opera- 
tion is in the man,lgement o f  tlic rnagnit~~cic of  tliesc 
distur.bances. 

Gc~lcrdl!; the niorc capncit;i~icc o r  elcctl-ic.11 Icngtli 
tlic dcvice has, the rnorc disrupri\.c it is. l'lncing dcviccs 
too close togcthcr along the bus path c;in c ; i ~ ~ s c  thcm 
t o  appear electrically as a singlc sirpel- disruptive device. 
Placing the111 t o o  h r  apart cun rcsi~lt in a n  o\.crall t ~ s  
length that is t o o  lo115. 

Wired-OR Glitches During the arbi t rat~on pliasc, 
\\then the SCSl dc\~iccs  dccidc \\ .hicl~ dcviccs \\'ill bc 
sending payloacl clata t o  o r  from cncli other, m ~ ~ l t i p l c  
dc\.iccs may assert the same c o ~ ~ t r o l  linc (liS1') 3t tlic 
same time. E;lcli dcvice that  \\.ishcs to communicate 
asserts bo th  rlic RSY linc ;ind its rcspccti\rc dc\,icc 

identification (11)) linc. Aftcr cxamiriing tlic asscrtcd 
11) lines t o  dctcrminc \vhich dc\.ice has tlic highest 111, 
311 bu t  tlic dcvice \\.it11 the  highest 11) rclcase thc  RSY 
line. This  Icn\.cs old? o n e  dcvice, the \\.inner, asscrting 
the BSY linc. While the currcnt in the I3SY line is read- 
j ~ ~ s t i n g  itself from a multiple-driver asscrtcd condition 
to  a single-dri\,cr assertcd condition, noisc p ~ ~ l s e s  (called 
\ \  irrd-OR glitcl~cs) propLlg,~ltc throughout  the le11gtli o f  
tlic sign.11 linc nncl Inn!, be dctcctcd collccti\,ely as an 
en-oncous pliasc. Tlicrcforc, one  o f  the architectural 
limits k)r pn~lllcl SCSI is the time r c q ~ ~ i r c d  for tlicsc 
\\.ired-OK glitclics to scttlc. This bus scttlc time is set b!. 
protocol a t  4 0 0  ns and n i ~ ~ s t  bc interpreted as a r o u ~ i d -  
trip propagation time \\.lien using a simple SCSI LXIS. 
Allo\\ing some t i~i ic  for prop,lgation througli driver and 
I-ccci\,cl- chips yields a maximum pli!~sicnl length for 
silnplc h i ~ s  o f 2 5  meters. 

Areas of Improvement 
Thus,  tlic opportunities for improving SCSI dcl-ivc 
from appropriately managing the tmns~nission lines, 
taking ad\.antagc o f  tlic multidrop architecture offered 
b\, a p w ~ l l c l  \\.ircd-Ol< structure, using stntc-of-thc-art 
rcc l ino lop  f r o ~ n  the interconnect and silicon indnstr!; 
.\nd rn.llcing inno\aati\~c ~ ~ s c  o f  the tinic rccluired for the 
\ \ i red-Ol< glitches t o  scttlc. These t c c l i ~ i i q ~ ~ e s  arc the 
h,lsis o f t h c  dc\ .c lop~iicnt  by l)IGITXI, in tlie four a)-cas 
nddrcsscd in this papcr. 

Spccd incrcascs in the s!~nchronous dam phase arc 
bascd primarily o n  iricl-casing the  timing precision 
in the silicon transceivers by using nc\\,cr silicon tccli- 
nolog!.. T h e  i~~ . tc rconncc t  properties rcrn'li~l largely 
~~nc l iangc i i  fi.oln tllosc ~ ~ s c d  for fast S(:SI. 

(:ircults tlirlt cnablc scgmcntation o f  SCSI dornai~is  
Into easil!, mnnaged picccs are bascd o n  s!rsteniatic 
isolation o f  transmission line properties : ~ n d  use o f  
\\-il-cd-OK noisc pulse propcrtics. N o  s o h r a r e ,  inter- 
connect, 01- device changes needed to use rhcse circuits. 

N e w  connector  and cable t cchnolog l  is bascd o n  
nn inno\.nti\.c 0.8-niillimctcr (m111) r ibbon-splc  con-  
~ ~ c c t o r  tcil111olog!. that o p t l ~ n i ~ e s  the total SCSI clcc- 
tl-ic.11 rcquircnic~its \\!it11 the capabilities o f  cable and 
connector dcs ig~i .  

Dynamic rcmo\~al and rcpl,~cemcnt o f  devices o n  ;In 
~ c t i \ . e  bus, i.c., hot  plugging, is bascd o ~ i  the multidrop 
architccturc, \\.Ilich enables dcviccs to be added o r  
replaced \ \ , i t l~out  affecting continuity bcn\.cen ot1ic1- 
dcviccs. H o t  plugging dcpcnds o n  understanding nnd 
managing tlic clectricnl d i s t ~ ~ r b a n c c s  crcated during 
tllc iliscrtio~l 01 rc~no\.;ll. 

T h e  rcnlaindcr o f  this p.lpcr pro\.idcs details o f  thcsc 
h l r r  < ~ ~ - c a s  o f i ~ i i p r o \ ~ c r n c n r .  T h e  cnti rcsult of  tlicsc 
extensions t o  tlic basic pli!lsical a r c h i t c c t ~ ~ r c  o f  parallel 
SCSl is 3 111ajor increase in its capabilities, accompa- 
nicd b\. onl! a very minor  disturbance to the  installcd 
1>3sc, cspcci;lll!. the s o h - ; i r e .  
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Increasing the Synchronous Data Phase Speed 

Beginning with the SCSI-2 standard, the synchronous 
transmission mode is available for transferring payload 
data bcnveen SCSI de\~ices. The devices select this 
mode by mutual agreement before any synchronous 
data is passed. The agreement is achieved by using the 
asynchronous transmission mode, \vhich is slo\v but 
usually reliable. 

The synchronous data phase uses the DATA and 
PARITY bit lines for tlie data and either tlie REQ or 
thc A<;l< control line as a signal that the receiver uses 
for capturing the data. ?'lie term synchronous derives 
from a specified timing relationship behveen tlie bit 
line signal edges and the REQ o r  ACI< signal edges. 
(The falling edge of tlie ACI< signal is used \\rhen the 
data phase transmission originates from the SCSI ini- 
tiator, and the falling edge of the REQ signal is used 
\\,hen the transmission originates from the target.) 
There is no  synchronous relationship between the 
internal timing references 011 different SCSI devices, so 
tlie receiver must buffer the received data before intro- 
ducing the data into its internal data management 
s t ruc t~~re .  This buffering is usually accomplished by 
means of a first in first out  (FIFO) circuit that uses the 
1U;Q 01. tlie ACIC signal as the latching signal for tlie 
incoming data. For con\,enience, in this paper \Ire only 
refcr to tlie ACI< signal, \\lit11 tlie understanding that 
the same discussion applies to the REQ signal \\!lien it 
is used as the data-latclii~lg signal. 

Since only the falling edge of the ACI< signal is used 
in tllc presentl!! specified SCSI \lersions and an ACICsig- 
rial is required for e\,er!! data transfer, it follon~s that the 
A<:I< signal cycles at least twice ;IS hst as the data bits. 
When a continuous stream of transfers is transmitted, 
the ACI< signal is a regularly repeating signal, nomi- 
nally, a square \L7a\Ie. hi alternating 1/0 pattern pro- 
duces tlie highest fundamental fieqi~ency for the data 
bits at half the frequency of tlie ACK signal. Therefore, 
the ACI< signal requires carefill attention since it is the 
most dcrnanding on the transmission process. 

Thc focus of this section is to esamine how thc 
speed of the synchronous data phase was increased by 
a factor of nvo to acliie\re the Fast-20 (UltraSCSI) 
specifi cation. 

Status before UltraSCSI 
I n  1993, the SCSI-2 standard3 liad been in place 
for n\.o years, and a follo\\l-on standard called SCSI-3 
Parallel Interface (SPrj4 \vas technically stable. SPI liad 
been created largely because the specifications in the 
SCSI-2 st,~ndard Itrere not effective in implen~enting 
the singlc-ended \rersion of the synchronous trans~nis- 
sion (10 megatransfers per secolld). The differential 
vcrsion specified in SCSI-2 \\/orked \veil but \\las niuch 
more expensive in cost, po\\rer, and space than tlie 

single-ended \,ersion. Therefore, most of the interest 
was in making the fast single-ended version \vork 
adequately. 

Taking single-ended SCSI from asynchronous and 
slow synchronous (5 ~negauansfers per second) to the 
fast synchronous tech~lology was difficult. The prevail- 
ing opinion was that the SPI standard represented 
the final inipro\,ement to parallel SCSI. TIiis view 
set the stage for a nul-nber ofalternate physical techno- 
logies based on the serial point-to-point transmission 
schemes used in corn~n~~nications technologies, e.g., 
Fiber Distributed Data Interface (FDDI) and Ethernet, 
to be used for higher-performance storage applications. 

L)IGITAI,'s Storage Bus Technical office had seen 
many instances ofdifticult implementations that \irere 
the result of  less-than-optinial understanding and 
management of the specification margins. No credible 
study had been presented on the margins a\*ailable in 
SCSI, so  the thrust was to create baseline characteris- 
tics of multidrop parallel SCSI to  determine where 
unused margin might exist. 

Little data was available on  the precise reasons why 
specific implementations of fast synchronous SCSI did 
not \vork. The system \vould hang or  report various 
error messages with almost no indication of the basic 
causes. A method that could report margin to failure 
and mechanism of hilure was needed to unravel this 
situation. Therefore, the approach DIGITAL took was 
to step back frorn fill1 SCSI implementations and to 
esamine the pieces without the encumbrarice of the 
SCSI protocol. 

One of the most mysterious areas \itas the behavior 
of SCSI I-ecei\~ers. The SCSI-2 and SPI specifications 
used bipolar transistor-transistor logic (TTL) levels as 
the basic receiver input le\,els. Almost all SCSI devices 
\\.ere being designed with complementary metal-oxide 
semiconductor (CMOS) technolog): so the differ- 
ences between the receiver properties presented a key 
opportunity for hidden margin. Other unknown areas 
were jitter, cross talk, skew, ground offiet, effects of 
stubs, and worst-case configurations. 

DIGITAL built a special test environment to sys- 
tematically examine each piece of parallel SCSI. The 
environment \\,as named the PBDIT, an acronym for 
parallel bus data integrity tester. This test en\.ironn~ent 
made it possible to  systematically esamine the real 
margins to failure for the key pieces and to develop the 
confidence that SCSI could be used at elevated speeds 
and be made highly robust at the slo\ver speeds. 

Special Test Environment 
The test en\~ironment \\,as built to allo\v ktlo\\!n data 
patterns to be transmitted across a SCSI device, into 
SCSI trans~iiission media, and then into another SCSI 
de\lice. Thc same data pattern is loaded into both sides 
so  the receiver I<I~o\ \ ! s  exactly what data it is supposed 
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to recei\.c. The transmitting side is callcci the esciter, 
and tlie receiving side is cnllcd the comparator. 
Recei\.ed data is committed to the comparator by 
using one bit line as the latching A<:I<sign;il in a man- 
ner exactly like that specitied in synchl-onous S<;SI 
transmissions. The test environ~llcnt .~llo\vs tllc posi- 
tion of the ACI< signal to  be adjusted \vith respect to  
the data signal edges. 

Since the cotnparator kno\\fs the if at,^ p.ittct-n that is 
transniittcd, it is possible to isolntc the p~.csise data bit 
tllat caused the transmission error. 7'11ix Ikind oferror- 
clirccted mcthodolog!l has fol~nd \\.idcspl.cad use in 
the integrated circuit industr!,. 

Other features of this tcst c n \ . j ~ - o ~ ~ ~ n c n t  illclude 
detacli,~ble load boards that contain tllc S<:SI dri\.ers, 
terminators, receivers, connectors, of- all!. otlic1- pliysi- 
cal media-dependent components. l 'hc  r n i ~ l i ~ n u ~ n  
recluiremcnts for a load b031-d arc that tlic cxcjtcl- con- 
tain the SCSI driver and a connector and t h ~ t  the coln- 
parator contain the SCSI recci\*cr and n conllcctor. 
Otlicr components may be placed bct\\,ccn the load 
boards h r  different test condi t io~~s .  Tlie SCSI driver 
must liave accessible points k)r the exciter logic, dnd 
similarly, the SCSI receiver mllst have o ~ ~ t p u t  points to 
dri\,c the comparator, Thcsc rcq~~il.cments eliminate 
dri\rcrs and receivers that arc imbciicicci \\,ithi11 cli~ps 
\\,ith otl.ler functions. Forr~~natcl!,, scp.11-ate S<:SI dri-  
\ u s  arc a\,ailable for both singlc-e~idcci ,~nci tiiffel-cnri~l 
\,ersions. (The differenti'll \.ersions no~.m,lll\r LISC scp.1- 
r'ltc chips, but olil!, a k \ \ r  cl~oiccs arc p~.cscntl\. a \  nil- 
able for the separate single-cndcti \.crsions.) 

The test environment is useti11 ti)r dc\.clopj~lg the 
underst~nding of operating mcclianisms .inel h r  meJ- 
suring the margins for specific liar~i\varc contig~~rations. 
This environment is not usefll ti)r cicriving spccitica- 
tions, since tlie performance at the spcciticd intcl-hces, 
i.e., the device connectors, is not iiircctly obscl-\sable. 

Oscilloscope measurements provide the basis for setting 
co~i~pliancc specific;~tions, since these measurements 
c u ~  bc pcrhrmed at the connectors. The basic question 
that neecled an ans\\.er \\.as, Can parallel SCSI be opcr- 
ated at clc\,ateci speeds \\,it11 reasonable margin to hil- 
ure? l)IC;ITAL, optimized the specid test environment 
to ans\vcr this clucstio~l. Other specifications t l~a t  \vould 
be necessary to ensure interoperable operation bcnvccn 
UltraS(:SI cic\,iccs could be derived if it appeared possi- 
ble to achic\c the end result. 

The data pnttcrn loading and digital control of the 
exciter 11nci tlic colilpamtol- \\ere acliie~.ed t l i r o ~ ~ g l ~  opti- 
call!! co~~plcd means. This allo\\,ed tlie ground offset \ d t -  
age to bc ;ldjustcd bcn\zeen tlie driver anti the rccci\,cl. 
\\ ,itho~lt colnpl.olliisi~~g tlie operation of die logic. 

The data tlo\\,s o n l y  from the exciter to tlic 
comparator. If bidirectional information is desirccl, 
the physical connections ben\reen the exciter and 
comparator Ii;i\.e to be revel-sed. This scheme lea\vcs 
untested thc cross-t~lk effects o n  the REQ signal that 
is tl-a\vli~ig in the opposite dircctio~l to the ACIC signal 
(if A(:I< is synchronized with the data as in a write 
ope ratio^^). Scpsratc measurements arc necessary to  
examine this issue. Cross talk into other control lines is 
,ideircsscd b!, holding these lines constant in the data 
pnttcrn trnnsmittcd. 

Tlie SCSI stnndnrd cic.11~ \\,it11 the I E Q  cross-talk 
issue b\, 1.cc1 lliring that tlie data lines be pli!~sicall\r scp- 
rlrate~i fro111 tllc IW,Q and XCK lines in the tlans~nis- 
sion mccii;l. h/Ic;isurcmcnts not reported in this paper 
ha\.e contirmcti ncgligiblc speed-related cross talk into 
tlic 1<EQ line. 

U p  to 27 pairs of 3-byte-\\ride lines ( \ \~ide S<:SI ~ ~ s c s  
onl!. 18 pairs for Jiig11-speed transmissions) can bc 
tested \\,it11 the special test en\,ironment. Figiue 1 is a 
filnctio~wl diagram of tlie test en\,ironn~rnt. Tlie SCSI 
terminators v-c sIio\\,u as separate from tlic load 
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boards in this casc. A key feature ofthis kind of testing 
is that the test does not necessarily stop when an error 
is detected. In fact, the environment Inay detect errors 
100 percent of tlie tinie. This acceptable behavior 
nllo\vs mapping of the co~nplete bit-error response of 
thc s!2stem. 

Sample Data from the Special Test Environment The 
test environment allows a multitude of tests to be per- 
formed. The test scheme described in this section is 
the one that \vas used to  establish the basic timing 
margins a\,ailable fi-orn normal SCSI silicon, cables, 
connectors, and terminators. 

A random repeating data pattern with 1 6  thousand 
different bit cornbinatjons was used as the basic data 
pattern. This pattern was transmitted over a period of 
time, and the number oferrors detected was recorded. 
In  this test, an error is defined as one or Illore bits in the 
rccei\.ed data transfer that d o  not ~natcli the transmitted 
bit. To acq~~i re  a new error rate data point, the transrnis- 
sion test is repeated by usi~ig esactly tlie same number of 
transfers i l l  the same tinie period with the same data pat- 
tern but \vith somc test parameter cliangecl. 

Virtually any parameter can be varied for different 
tests. For a given physical configuration, tlie most use- 
fill parameter for deterniining the timing margin is the 
position of the A C K  pulse with respect to the data 
edges. The basic data then becomes the number of 
errors detected and tlie position of the ACI<pulse edge. 

There are two basic random variables operating in 
this scheme: the data pattern and the jitter i~lduced by 
non-data-dependent sources. I t  is easy to separate these 
two \.ariables by using estremes in the data pattern: 
very few transitions and the maximum number of tran- 
sitions (every data cdgc has a transition, i.e., alternating 
1/0 pattern). Altlio~lgh this level of precision is avail- 
able, \ve \vill see that we redly d o  not need to bother 
for parallel SCSI at tlic masirnum UltraSCSI rate. 

Figure 2 shows a typical error rate plot from a sim- 
ple single-ended configuration made from ordinary 
SCSI interconnect hardware and transceivers being 
tested at the maximum UltraSCSI rate. Each data 
point represents a 3-second sample ( 6 0  million trans- 
fers) at each ACK position. The ACI< position is incre- 
mented in 0.1-11s steps for a total of 240 independent 
tests in tlie plot. To minimize the testing time, we 
tested only the time ranges from -3 to  9 ns and 4 4  to 
56  ns. The  individual data points are not distinguish- 
able in this presentation, and there is very little scatter 
between neighboring points. In Figure 2, the error rate 
of  1 is used to  indicate that 110 errors nJere detected, 
since the log of 0 is not easy to plot. 

Examination of  the raw data reveals that the plot is 
monotonic in detected error rate to the fourth decimal 
place. This indicates an estren~elv predictable situation 
as far as behavior of the same set of hard\\,are is con- 
cerned. That is, there is \~irtually no Gaussian jitter pre- 
sent, and a SCSI system could be designed to be quitc 
reliable and stable at tlie maxirnuni UltraSCSI rate. 

Extending the sample period to 5 minutes ~nade  n o  
differe~~ce in the position of the ltey features. Using the 
3-second sa~iipling tinie, the entire data set could be 
acquired automatically in approximatel!, 12 minutes. 

The  onset of errors is extremely sharp as the ACI< 
position approaches the critical position. One hundred 
picoseconds changes the observation from 0 to 864  
errors near the 8-11s position. O n  the other end, the 
50.1-ns time produced 7 errors, and tlie 50.2-11s time 
produced 425 errors. No errors were detected at any 
of the times between 50.1 ns and 7.9 ns. This data 
shows that there are n o  strange effects that prevent 
SCSI from operating at the maxirnum UltraSCSI rate. 

As the ACI< position proceeds into thc region of 
more errors, a condition is finally reaclled in \vhich all 
the transfers have errors. O n  the one hand, the proba- 
bility that one transfer has the same data content as its 
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neiglibor's is \let-!( small \\.it11 this random data pattern. 
O n  tlie o ther  hand,  since ,I ranclom data pattern is 
being used, there is a reasonable chance tliat a bit \ \ r i l l  

actually match t11at transmitted in one  state bu t  no t  in 
the otlier state. l'lie randon1 data pattern tends t o  
spread o u t  the timc between the first crror  and tlic last 
g o o d  transfer. I n  tlie limit, h r  perfectly random data, 
this time is a measure o f  tlie total t iming imprecision in 
the  system. 

This imprecision includes ske\v in the exciter and 
comparator boards, in the SCSI dri\.crs and rccci\,ers, 
and in tlie cable transniission media (including lo.lds, if 
any), and all forms ofjitter. For  the test co~lditions slio\\,n 
in Figurc 2, die  total difference is 3.6 ns near the 5-ns 
point and 5.4 ns licnr the 52-11s point. Tliis slio\\ s that 
tlie ske\\l specifications in the SC;SI st,indnrd , ~ r c  o\.cr- 
specified as compared t o  actual I.lard\\,arc pcrforniance. 

T h e  data slio\\,n in Figure 2 is repl-csent;lti\,c o f  <I 

large \.ariety o f  configul.atio11s lip t o  approsim'ltcl!, 3 
meters long and loaded o r  up  t o  1ii~1cI1 longer point- 
to-point  lengths ( 2 0  meters o r  morc [see Figure 6 I ) .  
T h e  error-fiee \\,indo\\' c:ln he made t o  collc~psc b!. 
adding t o o  many loads o r  by using the \ \ r r o n s  irnped- 
ance cable, improper  terminators, rccei\:ers \\,it11 tlie 
\\,rang threshold \roltages, o r  o ther  bus component  
and conf  guration parameters. Ho\ve\rr ,  the details o f  
tlie actual hardware a n d  configuration d o  n o t  affect 
the basic conclusion deri\.cd From Figure 2, namely, 
that  a great deal o f  timing margin is available ,lt [lie 
maximum UltraSCSI rare \\.hen ol-di~lar!t SCSI 1i;lrd- 
\\.are is ~ ~ s e d .  

To put  this into perspccti\.c, basic gigabit-per-second 
serial transmissions \\,ith approsiniatcly nvice tlic basic 
band\vidtli o f  UltraSCSI have bit times o f a b o ~ r t  1 ns 
and timing iiiargins o f  a t.i.\\. l i~~nclrcd p icoscco~~ds .  
UlrraSC:SI has an effective margin \\.incio\\ of J. tens 
o f  nanoseconds. Tliis represents n\,o orders of  m.lgni- 
tude more margin for die parallel SCSI ' ~ p p l i c ~ l t i o ~ ~ .  

r7 .I, lie initial errors i~sr~al ly originate from the  same 
bit. Tliis bit is the o n e  with tlie most ~ ~ n h \ . o r a b l e  tim- 
ing sltc\\~ \\lit11 respect t o  tlie ACIZ signal. T h e  cliff is 
nor  perfectly sharp because there is a 50 percent 
chance tliat the  data transmitted is tlie same as that  
expected c\?en under  the  error  case and,  more  impor- 
tantly, bccausc thcrc is some Icvel of j i t ter  present. I t  is 
this jitter tliat sokens the  cliff. Thus,  the  first crrors 
detected licippcn \\.lien the  skew o f  tlie \\reakest bit 
adds t o  tlie tail of  tlie jitter distribution. Only a fcw 
errors nrc present because onl!, a srnall pdrt o f  the jitter 
pc)puI.~tion estends far enough  t o  trigger the error. 
SCSI systems will esperience virti~~llly n o  el-rors 
b e c a ~ ~ s e  of these ~iicclianisnis in service if o n e  operates 
1 ns o r  morc a\\.aJJ from an crror cliff. 

Notc tliat these ~ . e s ~ ~ l t s  froni the special test e m i r o n -  
melit almost al\\~ays yield margins higher than those 
c,~lculatcti from a set o f  interoperability specificatioris. 
This is because the interoperability specifications must 
allo\v margin for each piece, and the  special test cn\:i- 
ronmcnt  reports tlie integri~ted result from many 
pieces in the complete SCSI connection. 

Higher Speeds T h e  ~ i ia in  effect o f  fi1rt1ie1- increasing 
tlie transfir rare abo\-e the  maximum UltraSCSI rate 
in the s.lmc set o f  hardware is to changc tlie timc posi- 
tion o f  the  onset  o f  nonzero  c r ror  rates and t o  narro\ir 
the  error-free region. Figurc 3 sho\\,s an esamplc o f  
data  fi-oni Fast-40 transmissions using sepdratc high- 
voltage diffcrenrial transceivers o n  each bit. (Tliis ciara 
\\,as acquired by 1)IGITAL's Storage Bus Tecli~iical 
Office in 1994.) 

T b e  error-free zone has narro\\.ed to  appl-osirn,ltcl!r 
15 ns, a n d  the timc benvecn first error  and 100 pel-- 
cent  errors has \\lidened o n  both sides, but still n o  
i ~ ~ i c o n  trolled regions esist. This  stro~~gl!.  suggests 
tliat a t  Icilst Fast-40 transfer is possible \\lith n o  ~ n a j o r  
technology cliangcs i l l  the  interconnect. 
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Additional Tests Other tests that arc usehl \vith the 
special tcst environment are ground offset effects, ter- 
minator power effects, correlation of time domain 
plots on the signals n i th  error ratc distributions, hot- 
plugging testing (which results in good error detec- 
tion), and comparison of the impact ofdifferent cables 
and transceivers. Tcst results of this nature are not 
~ncluded in this paper because the impact of these vari- 
ations depends on many parameters and the results 
may not be generally applicable. 

Timing Specification Methodology 
With the increased emphasis on timing precision for 
UltraSCSI technology, it was necessary to introduce 
better specificatiolis for the measurement of timing 
parameters than those in the SCSI-2 and SPI stan- 
dards. Figure 4 slio\vs the precise measurement points 
and features used for the specification of single-ended 
UltraSCSI signals. 

The effects of the finite slew rate on the signal edges 
are accounted for largely by specifying the voltage levels 
that coincide with the receiver input levels. Thus, the 
setup timc ends when the receiver is able to detect an 

REQ or ACK 

asscrted state at 1.3 V, and the asserted period begins 
when the asserted state has been detected. On the nega- 
tion side, the signal must rise to at least 1.6 V before the 
receiver can detect a negated state, and a negated state 
must be detected if the input signal reaches 1.9 V. In  the 
SCSI-2 and SPI standards, any point benveen 0.8 V and 
2.0 V could be used as die timing measurement. 

Sample UltraSCSl Signals 
Numerous variations on  the details of thc signals can 
be produced in LlltraSCSI configurations. This section 
shows nvo types of signals as reprcselitative csamples 
that validate UltraSCSI as viable under certain condi- 
tions. The first case ex,plores a colifiguration that actu- 
ally exceeds the recommended specifications. This is a 
complex cabled enviro~lment with a cluster of loads on  
one end and somc distributed loads on the other end. 
The second case shows the signals over a 25-meter, 
single-ended point-to-point bus. 

Complex Loads Figure 5 specifies a complex con- 
figuration and the single-ended SCSI signals that 
result at  various positions along the  bus. The logic 
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signal tliat is driving t h c  SCSl dri\ ,cr chip is tlic 
tirst trace a t  t h e  top;  it  pro\.ides a c o m m o n  t iming  
rcfcrence for  all the  signals. T h e  \\.cakest signdl is ;lt 
dcvisc position 4, just after 3 rel.lti\.el!, long  r u n  nit11 
n o  loads. This  signal is belo\\, the  1 -\7 Ic\.cl 1,ut 113s 3 

very slo\\l assertion slew rate that  causes considcr.lblc 
loss o f  asserted state p ~ ~ l s e  width.  This  complcs  con-  
figuration \\~orlts \vitli tlic rccci\rcrs i~scci h u t  docs  
n o t  have the  t iming 111argin rcquircd hy the l; .~st-20 
s tandard.  

Ry \rar!~ing the position o f  the loads s o  that  tlicrc arc 
n o  loads between the driver and the  f rst lo.id ( n o t  
slio\\'n), tlic signal at the first lo.ici cic\,icc is dtgrnticd 
circn more than ac position 4 in Figi11.c 5. 'Tllis is 
o n e  reason that the  o\.erall Icngtli o f  single-ended 
UltraSCSI \\.ith many Loads is restricted t o  1.5 mctcrs 

and tliat thc total numbcr  of loads is limited t o  8 . '  
U l t r ~ s C S l  dc\.iccs conncctcd t o  backplanes ma!, bc 
espcciall!, scusiri\.c to attached c ~ b l e s  that cstend the 
tot.11 bus Ic11grll Inore t l i a~ i  6 t o  8 centimctcrs ( c m )  
bc!.ond the bc~ckplanc. This  reduced bus Icngtli is 
ratlicr scvcrc \\,hen conipc~red t o  that  allo\\.cd a t  the 
m a s i ~ n u m  tist SCSI trfinsfisr rate (a total o f  3 mctcrs).' 
I n  the scction Stiinll, Impro\)ed Interconnect,  \\,c slio\\, 
ho\\l t o  o\icrcolnc this 1.5-meter, 8-device limit by 
using 311 ncti\rc S<:SI interconnect. 

Applying the timing mcasllrcnient methods sho\vn 
in Figure 4 to the \\ .a\~cforn~s in Figure 5 illustrates 
that more cnl-cfrl tillling specification m c t l i o d ~  d o  
indeed Iiclp signiticn~itl!, t o  keep thc" timing 1nn1-gin 
high enough  t o  use. 

3 METERS ( I 0  FEET) OVERALL LENGTH 
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Point-to-point Configuration If loads arc present 
only at tlie crids of the bus, thc trans~iiission linc 
bctween SCSI dcviccs improves clcctricall!l. This 
occurs simply bccac~se the loads significantly disrupt 
the characteristic impedance and cause reflections and 
attenuation. Thc point-to-point signal at 25 meters 
has better aniplit~ldc and timing margins than signals 
in much sliortcr buses nit11 closcly spaced loads. 
Figure 6 slio\vs a typical examplc of a point-to-point 
UltraSCSl signal. The format uscd in Figure 6 is tlie 
same format used in Figure 5. 

Differential UltraSCSl 
Differenti'al UltraS<:SI uses the salnc config~~rrttion rules 
as fast SCSI (25-mctcr total length, 20-cm [8-inch~l 
stubs, 16-device load)' and uses thc same timing valucs 
3s single-ended UltraSCSI. The larger signal a~nplitudes 
and the common mode rejection propern ofdifferen- 
rial traismissions liclp ~ \ ~ e r c o r n e  the transmission linc 
\\~e.~luiesses in lica\.il!, loaded and long buses. As \\'it.h 
any high-\,oltagc differential system the costs-in terms 
of money, po\\.cr, and space-are higher. 

Other Requirements for UltraSCSI 
The Fast-20 standard' contains a number of detailcd 
requirements on tlie components uscd in UltraSCSI 
configurations. Included are slight modifications to  
the cable inipcdnncc, active negation requirements for 
drivers, special Icngth limits for ccrtain loading condi- 
tions, restrictions regarding the kinds of single-ended 
tcr~~mi~rators to use, and timing budgets. 

Summary of Developments in the Area of Increased 
Synchronous Data Phase Speed 
The UltraSCSI (Fast-20) speed increase can bc attrib- 
uted to a systematic examination of thc marp i s  prescnt 
in actual SCSI hardware and to the elimination of the 
excess margins. Advances in the intcgratcd circuit indus- 
try enabled silico~i designs to bc spccificd \\,ith tiglltcr 
controls on the driver and recei\$cr timing and threshold 
properties than \\ere possible \\hcri the SCSI-2 or  SPI 
standards wcrc developed. All tlic irnportruit changcs 
nccded for SCSI dcvices are cont~incd in the silicon 
designs for the dri\,crs a i d  receivers. As a result, the user 
sees 110 dffcrcncc bcn\,cen tlic nppc.ir.lncc ofUltraSCS1 
and that ofordinar!. SCSI. 

The system integrator must usc ,i more restricti\lc 
set ofconfiguration rules than rccl~~ired for fast and  
slonl SCSI. Also, tlie only impact o n  sofnvare is the 
addition of  a nc\\; speed agreement code for the rates 
uniquely supported by UltraSCSI. This negotiation 
is done precisely tlie same \\,a\, ti)r UltraSC:SI as for 
any other form of SCSI. Fin'illy, UltraSCSI dc\iccs 
ate 100 percent backu,ard cornpatiblc with fast and 
slo\\l devices. Although a dc\icc m;iy be capable of  
the masirnun1 UltraSCSI ratc, it may be needed in .a 
configuration t h ~ t  does not support UltraSCSI. In 
such a case, the UltraSCSI de\,icc \\,auld be used in 
the fast o r  slo\v niode and ~vould  lia\.e more margin 
at those slo\\icr speeds than it \\.auld if it \\.ere not 
UltraSCSI capablc. 
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Bus Expanders Require that tcrminatol- power not be conncctcd 
bcn\.ccn the segmclits being coupled 

As noted pre\liously in the discussion of cornples loads, 
there arc rather severe limits o n  tlie con5 guratio~is that 
can bc .~chic \u i  \\.it11 single-elided UltraS(:SI \\.hen 
implemented in a single bus. The extension to parallcl 
SCSI architecture that o\,crcomcs this co~lstraint 
i n v ~ l \ ~ e s  using acti1.e circuits th ;~t  connect SCSI b ~ ~ s c s  
electrisall!~ but isolriting tlicm from each other in J. 

transmission line sense. Tlicsc c i rc~~i ts  Iia\,c tlic gcncral 
name cxpanders, since thcy expand tlic configurntion 
capabilities of parallel SCSI. 

Each individual bus has n\.o terminators and its on-n 
transmission modc (singlc ended or  differential) and 
obeys transmission line-based configuration rules ns if 
it \jferc tlie only bus in  tlic slrstem. When i~sccl \\.it11 
expanders, thesc individual buses arc called bus scg- 
ments. The collection of  SCSI dc\.iccs in all the bus 
segments that arc clcctrically conncctcd togctlicr is 
called tlic SCSI domain. One example of n S(;SI 
domain using expanders is s l io \ \ ,~~  in Fig~lre 7. Note 
that \vhcn using cxpandcrs, it is possihlc to lia\.c bus 
segments that d o  not ha\v any SCSI initintors or  tnr- 
gets hut only scrvc to form .in clcctric;ll lntcrcolil1cct 
benvccn other bus scgrncnts. 

Expander Properties 
Espandcrs arc avail,tblc in n1.o basic ~ . p c s :  simplc 2nd 
bridging. Bridging cspandcrs bella\,c as n SCSI initia- 
tor or  target, \\.hcrcas simple cspandcrs ha\.c a set of 
propcrtics that m.iltc them look liltc a piccc ot' \\,ire 
\\,it11 dcl~!' to tlic protocol. Simple cspanders 

Cannot initiate SCSI IDS and arbitlations and can- 
not originate mcssagcs, although tlic expanders c'in 
read messages sent fro~ii iliitiat01.s and targets 

AIJL[[o\\. minimal arbitration propagation dcla!, 

Yicld 3 retransmitted signal timing sltc\\r (both 
delay and higli/lo\\,) n o  worse tli,in tiurn \valid SCSI 
initiators or t,lrgcts 

D o  not interfere \\,it11 the KE(VA(:I< offsct count 

Allo\\f min/nins p~ilse \\'idtlis to be rnaintaincct 

Rccluire tlie filtering of the SCSI RESET line 
Allow arbitrary placement of the initiator and the 
n rgc ts 

D o  not need to kno\\. tlic negotiated data phase 
spccd or a n \  other \,ar~nble propern, ot'a transaction 

l<cquil-c tlmt thcro be no electrical or logical conncc- 
tion of tlie DIFFSENS line (a single-cnded signal 
that i~iciicntes the t~.a~ismissioll modc hcing ~lsed o n  
the b i ~ s  scgmcnt) bet\\.ccn segmcnts being coupled 

Issuc n SC;SI bus IESET signal on  one scgmcnt on 
detecting transmission ~ n o d c  (si~iglc-cnded/LVI), 
ctc.) clinngcs o ~ i  thc o t l ~ c ~  segment 

Simple csp;undcrs 21-e becoming available from several 
sources in thc industry for use \\it11 UltraSCSI. 

Domain Rules Using Simple Expanders 
When using only simple expanders in a domain, sis 
rules m ~ ~ s t  he obscrvcd: 

1 .  All bus scgnlcnts in  the domain must compl!. \\.ith 
their indi\lidual hus scgrncnt length limits and other 
segn~ent-related rccluiremcnts. 

2 .  An!. scglncnt bct\\,een n\.o other scpments must 
support the highest pert'or~nn~zcc Ic\!cl that can be 
ncgotintcd bcn\.ccn the t\\.o ot1ie1- segments. For 
cs.~mplc, n\-o \\,idc UltraSCSI segments must not 
bc scpnr,~ted by n segment that does not support 
both \vitic SCSl and UltraSC:SI. 

3.  Tlic masimum propagation dela! bcn\.ecn any 
n1.o dc\.iccs in the domain cannot cscccd 400 ns. 
A spccial case csists for dc\iccs that use estrc~ncly 
long t i~ncs  for responding to  13US F l E E  (the 
so-called BUS SET DELAY)-thc one-\\.a). propii- 
gation Iiniit is 300 11s instc,ld of 400 ns. 

4. The ~iunlbel- of :~ciriress,~blc dc\.ices c,lnnot cscced 
16 unless the doninin contains bridging cspandcrs. 

5. A br-ancl~/leafarcliitecturc must be observed; loops 
arc not ;illo\\,cd. 

0. The RF,(Z/i\CI< offset negotiated bcn\,een :In!, 
n\.o dc\.iccs must bc large enough to cnsurc that 
adcquatc offsct ruid buffering is avnil,~blc to acsom- 
niodntc. the rou~id-trip time ben\.ccn tlic dc\.iccs. 
For the rna\-imum UltraS(:SI rate \\.it11 a 400 ns 
~nasinium onc-\\?a!l domain propagatio11 time, tlic 

BUS SEGMENT 

TWO-PORT THREE-PORT 
EXPANDER EXPANDER 

TWO-PORT 
EXPANDER 

BUS 
SEGMENT SEGMENT 

Figure 7 
SCSI lhmain Built Using Espanclrrs 



minimum offset is 18 .  (7:his offset level is derived 
by considering a niaxirnu~n round-trip time o f  8 0 0  
ns at 5 0  ns per transfer [800/50  = 161 and sorne- 
what arbitrarily adding two transfers t o  account for 
some additional delay due  t o  the processing tiliie in 
the silicon.) 

Acliie\iing the 400-ns  one-\vay doniain delay 
requires expanders that cvill no t  pass tlie wired-OK 
glitch (no ted  earlier in the introduction) between bus 
segments. This  filtering o f  the glitch allo\vs the bus 
segments t o  settle individuall!~. 

T h e  propagation delay th ro i~gl i  an expander 
directly subtracts from the physical distance between 
devices. I t  is therefore desirable t o  use expanders 
\vith small delays. For  a single-ended-tesingle-ended 
application, the delay can be as low as 1 0  ns. For  a 
single-ended-to-differential application, the delay is 
typically around 100 ns, which is another  significant 
penalty t o  using differential bus segments. 

iMore detail concerning these rules and o ther  prop-  
erties is available in the d r a h  ANSI document :  SCSI 
Bzhariccd Pmallel Ii~te~$ce." which was edited by the 
author  of  this paper. 

Summary of Improvements Related to Bus Expanders 
T h e  use o f  simple expanders dramatically extends the 
~ ~ t i l i t y  o f  single-ended UltraSCSI. T h e  most obvious 
exa~nple is the ability t o  introduce point-to-point 
scgments where additional length is needed. A less obvi- 
ous example is d ie  ability t o  create star o r  h u b  configl-  
rations by clustering simple expanders into a local 
physical area. An example o f  a three-port SCSI h u b  
is sho\vn in Figure 7. Note the three simple expander 
circuits internally connected within tlie hub.  Simple 
expanders also make it possible t o  n%x single-ended and 
differential SCSI devices in the same domain, t o  achieve 
the f i l l 1  16-device count ,  t o  add and remove bus seg- 
ments \\itl?out shutting down the entire domain, and t o  
achieve differential performance ~ v i t h o ~ i t  incurring the 
extra cost o f  differenti~~l. Bridging expanders offer the 
same transmission isolation as simple expanders and 
may allo\v increasing tlie number o f  devices in the 
domain t o  as Iugh as 946,' but  bridging expanders are 
not  as well developed as simple expanders and will no t  
be explored in depth in t l i s  paper. 

Note  tllat the improvement in signal integrity is dra- 
matic \\then using expanders with backplane applica- 
tions. Therefore, it is good  practice t o  use an expander 
whenever connecting a SCSI cable to a backplane that 
contains SCSI deirices. 

Smaller, Improved Interconnect 

Another recent de \ , e lopn~ent  in parallel SCSI technol- 
ogy is the introduction o f  much smaller external phys- 
ical interconnects and more  capable internal device 
interconnects. T h e  SCSI connectors and shielded 

cables have I~istorically been large, bulky, and generally 
dif icul t  t o  manage. 

Spearheaded by activities that began in 1 9 9 5  in the 
SFF (formerly Small Form Factor) industry group,  
standardization is under way o f  two new connector 
fanulies that offer unprecedented levels o f  functionality 
and true rnultisourcing o f  complete connectors for 
parallel SCSI. These families are the Very High Density 
Cabled Interconnect (VHDCI)2 shielded connectors 
that reduce the overall size o f  an external connector by 
nvo  d i r d s  and the Single Connector  Attachment-2 
(SCA-2)' unsluelded connectors that integrate into 
a single connector all the  functions needed t o  run a 
peripheral. T h e  \IHDCI family re\~olutionizcs the 
external SCSI intercon~iect  and the controller parts o f  
tlie internal SCSI interconnect; tlie SCA-2 family does 
the same for the internal device interface. 

F o r  t h e  first time, complete connectors-not just 
the  mating interface-are being standardized. This  
feature is essential t o  achieving interchangeability and 
second sourc i~ ig  for connectors with tlie same style o f  
termination-side contact.  T h e  VH1)CI family is speci- 
fied in 2 6  different forms, all with exactly the same 
mating interface, s o  tllat virtually any kind o f  device 
o r  cable assembl!~ design can be accomn~odated .  
Interestingly, this array o f  choices for the connectors 
does n o t  increase the complexity o f  the  interconnect 
but  rather opens u p  new \\lays for product  developers 
t o  design products \\lliile maintaining a simple and 
physically interoperable separable connector interhx. 
I n  fact, this ability t o  acconlmodate a variety o f  prod-  
uct design requirements \\/itliout changing the separa- 
ble interface is o n e  reason that SCSI is becoming less 
complicated. 

Similarly, the  family of SCA-2 connectors for SCSI 
internal devices and cablcs is follou,ing the VHIICI  
standardization model ,  \\rith a significant number  o f  
intermatable forms being standardized. These connec- 
tors offer the  ability t o  bring all the SCSI signals, all the 
power and ground  connections, and all the  optional 
signals, such as IDS, spindle sync, and power fail, o u t  o f  
the device through a single unshielded connector. This 
feature dramatically shrinks tlie cost and complexity o f  
interconnecting an array o f  SCSI devices. 

Using an SCA-2 connector, tlie device may be 
inserted into a backplane \vithout  sing cables. I f  the 
SCA-2 and backplane combination is no t  used, a SCSI 
cable (50-pin o r  68-pin conductor),  a four-lead power 
cable for ground and power (5-V and 12-V),  and o n e  
o r  more smaller cables for the  IDS etc., are required for 
eL1ery device in the system. Each o f  these cables is 
routed differently, has different current  carrying and 
otlier electrical requirements, and has very different 
connectors. Although this cabled option is flexible and 
offers significant advantages in some systems, it is usu- 
ally n o t  tlie best solution in the device array a ~ i d  mod-  
ular packaging applications that  are required for the 
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FOUR WIDE SCSI PORTS ON A SINGLE 
PC OPTION CARD 

PC1 CARn EISNISA CARD 

Figure 10 
Foul. \Vide SCSI Ports on a Singlc I'C: Option Card 

pl~l l ing o r  pushing. T h e  choice o f  retention type is 
made in the cablc assembl\r. All 68-pin VHI>CI cable 
assemblies that compl\,  \\,it11 tlie SFF specifications 
\\,ark o n  all 68-pin VHDCI mating connectors. 

Figure 11 slio\\~s tlic details o f  the 68-pi11 VHLICI 
system. T h e  lip in the jack post pro\,ides die  securing 
point for squeeze-to-release clips arid for split-ring 
detent retenrion. T h e  center o f t h c  jack post is tlireaded 
for usc \\it11 jacltscrc\\,s. 

Altlio~lgli smaller than tlie high-density connector, 
the VHl)<;I connector  is durable. I t  has 110 pins that 
can bend;  its retention scheme uses the samc-size 
jacltscrc\\; thread '1s tlie high-density \vide connector; 

and  its contacts are imbedded in the  housing where 
they cannot  move o r  become distorted. 

SCA-2 Connectors 
T h e  SCA family uses an 80-position, leaf-style contact 
t o  interface all active SCSI lines, three power \loltages, 
and de\fice control signals. This connector is considcr- 
ably smaller than the collection o f  the three different 
connectors 11sed for po\lrer, options, and SCSI bus in a 
cabled system. There  are hvo  basic \~ersions o f  SCA 
connectors: SCA-1 and SCA-2. Both versions 'Ire 
~ ~ n s h i e l d e d  and  ~ ~ s e h l l  only \\lid~in shielded enclosures. 
T h e  SCA-I. has 8 0  positions \\lit11 all contacts designed 

CABLEIBOARD SIDE DEVICE SIDE 

THREE-WAY 
RETENTION 

Figure 11 
O\*erall Vicn. of thc 68-pin VH1)C;I Systcm 
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to be the same length. The SCA-2 can be mated to tlie 
SCA-l but Iias advanced groiulding contacts and 
sequenceti signal and po\\jer contacts for si~pporting 
hot plugging and blind mating ( n o  \.isual fectih~clt 
during mating). Both versions are '~\.ailablc il l  rn'lny 
styles, \ \~ l~ ich  differ by the rermi~~ation-sidc structure 
and o\rerall orientations. 

The SCA-1 is not a docun~c~l ted  stnndard and is 
being replaced by the S<;A-2. The SCA-2 connector 
\vas introduced to SFF in 1995'as the first step to\\,ard 
formal standardization. 

T\vo special features exist in tlic SCA-2 conllector. 
First, t\\.o contacts, one on  each side of thc  connector, 
provide the first make/last break for the grounii con- 
nection. 'This design ensures thnt a cornnion rlectrical 
ground is established benvccn the device anci tllc sys- 
tem before any po\\ler or  signal connections arc made 
on de\rice insertion. Upon rcnio\.al, these contacts 
ensure that the ground std!'s intact thro~lgl io~l t  the 
disengageliicnt of the signal and  po\\.er pins. 

The second feature allows the special long po\\,cr 
contacts to precharge bypass capacitors before the 
main po\\,er contacts make. This reduces the distur- 
bance to  tlie power distribution system and elirni~li~tes 
any arcing on the service po\\,er pins. T ~ v o  pins at the 
extreme encis of the connector indicate that the con- 
nector is fillly l-rlated. Thc o\,erull \rie\ir of the SCA-2 
system is sho\\/n in Figure 12 .  

The size of the connectors in  the SCA family has 11ot 
decreased dramatically. The connectors need to mnin- 
tain enough size to acliie\re blind niating aligri~ncnt, 
and, for backplane applications, there is little ad\,an- 
rage in having a connectot- that is snialler than the 
device. With 89-mrn (3.5-inch [in]) or  the nc\vly pro- 
posed 76-mni (3-in) form factor devices, the SCA con- 
nector comfortably tits within tlic de\.ice boundaries. 

The use of backplanes for direct device attachment 
is possible because all the electrical co~lnections for the 
device are available in one connector 011 the device. 
This design eliminates the cables  wed to  attach the 
de\~ice and the space required for the connectors, thus 
significantl!, shrinking the size required to package 
niultiplc dc\iccs. 

External SCSI Cable 
Tlic estcrnal cable for SCSI is shrinking also, t l i ro~~gl i  
the usc of smaller-gauge \\,ire, better dielectrics, and 
less jacketing material, as illustrated in Figure 13. 
Fonnerl!,, \\ride SCSI required a cable ofapproximately 
12.70 mln (0.50 in) in dia~neter (a 126.677-mm2 
[0.190-in'] cross section) with 28-gauge \\,ire. Today, 
\\~idc SCSI cables with 30-gauge \\fire are shipping 
\\,it11 cti.lmcte~.s of 9 .40 mm (0.37 in) (69.398-nim' 
[0.107-in'l cross sectio~ls). Cables nith 7.62-mm 
(0.30-in) tii:lmeters (45.61-mm' [0.07-inL] cross 
sections) arc possible \\~ith 32-g.111ge wire and incspen- 
si\re cliclcctrics for \vide SCSI. Cables with 6.35-mni 
(0.25-in) dianeters (4.987-mm! [0.049-ill'] cross sec- 
tions) k)r narro\\l SCSI (45.61-mm2 [0.07-in'] cross 
sections) are tlesible and nianageable-similar in size 
; ~ n d  flexibility to a desktop computer power cord and 
smaller than many serial cables. When used \\.ith active 
single-ended, L W ,  or  HVI) tcr~ninators, the 32-gauge 
\\lire is adequate for distributing terminator power and 
SCSI signals in rl~ost applications. Long cables should 
not bc used for terminator po\iler distribution. 

Further reductions i n  tlie connector and cable sizes 
need to be \\.rigtied against tlie ease of handling, the 
need ti)r sufficient strength to sur\,i\,e norm.11 service 
stresses, and the cost increases at very small sizes. The 
combination of  the VH1)C;I connector and 30/32- 
gauge \\lire sizes is a good optimization. 

ADVANCED 
DEVICE SlDE 

ADVANCED 
GROUNDING 

LEIBACKPLANE SlDE 

ADVANCED 
GROUNDING , ,447 

/, 

ADVANCED 
GROUNDING 

BLEIBACKPLANE SlDE 

Figure 12 
Ovcr.~ll V i o l  of tlic SCA-2 <;onncctol. S!.sten~ 
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12.70 M M  
(68 CONDUCTOR) 

28-GAUGE WlDE 

7.62 MM 
(50 CONDUCTOR) 

30132-GAUGE NARROW 

9.40 M M  
(68 CONDUCTOR) 

30-GAUGE WlDE WITH 
IMPROVED DIELECTRIC 

32-GAUGE NARROW 
(MICRO SCSI) 

Figure 13 
External SCSI Cable Diameters 

Summary of the Benefits Derived from a Smaller, 
Improved Interconnect 
Thc VHIICI connector and smaller cables combine 
to offer a robust yet user-frjendly re\iolution in SCSI 
interconnect. The leaf-style contact of the SCA con- 
nector eliminates problems \\lit11 bent pins that fre- 
quently bedevil the older wide SCSI connector. 
The ability to usc up to four wide UltraSCSI ports in 
a single PC1 option slot increases the SCSI connec- 
tivity per PC1 slot to 60 devices (from 15 devices). 
By using multiple PC1 slots, hundreds ofSCSI devices 
can be connected to a single PC or  workstation. 
111 addition, the SCA-2 connector implements the 
essential contact sequencing required to perform SCSI 
device hot plugging. 

Device Insertion and Removal Bus Transients 

-fhe multidrop feature of the SCSI bus allo\vs device 
removal and replacement a i t h o ~ ~ t  disturbing the commu- 
nications bcnveen other SCSI devices, if the electrical h s -  
turbances caused by the device being added or removed 
arc not detected by any other SCSI devices. Thus, it is 
architectl~rally possible to dynamically reconfigure the 
device population without interrupting existing data 
transmission processes between operational devices. 

The transients involved with device insertion and 
removal include mechanical vibrations, power distrib- 
ution instabilities, SCSI terminator po\ver noise, elec- 
trostatic discharge (radiation and induced current), 
and SCSI signal line noise. All except the SCSI signal 
line noise and the terminator po\ver noise are handled 
by the storage system design and therefore are not 

directly part of thc advancements in parallel SCSI. 
The SCSI terminator power noise is determined by 
the size of the decoupling used on  the SCSI termina- 
tors and the size of the capacitance on the device 
being inserted. This noise is easil!. controlled by 
ensuring that these sizes rneet the values specified in 
the Sl'I standard." 

The delicate case is \\!hen the SCSI signal lines arc 
involved, which is the subject ofthis section. To deter- 
mine the nature and magnitude of these signal line dis- 
turbances, one must understand the following three 
mechanisms: (1) the overall sequence of  events, ( 2 )  
the electrical dynamics of connector contacts when 
used in the SCSI appjication, and (3 )  the electrical 
consequences on the bus \\.hen the device makes/ 
breaks contact with thc SCSI signal line. 

There are nvo sequences of interest: insertion and 
removal. The removal process is easy to grasp after the 
insertion process is understood. 

Single-ended Device lnsertion 
The initial conditions considered for SCSI device 
insertion assume a SCSI dcvice \vith its ground solidly 
and continuously connected to the ground of the 
SCSI bus. This connection is easily acconlplished, for 
example, by using sequenced contacts where the 
device ground makes connection well before any 
signal connection. 111 this state, the SCSI device pins 
present a masimum fully discharged capacitance of 
approximately 25 picofarads (pF). After the device 
signal pin contacts the bus, this capacitance becomes 
charged (by extracting charge from the bus) to the 
voltage on the signal line at the time of the insertion. 
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Thcsc \.dlucs range ti-om . ~ p p ~ - o x i i a t e  3 \' for 
negated lilies t o  nearly 0 V for ~isscrted lines. 

Sincc the SCSI device being inserted is logic.lll!~ off  
( i .e . ,  tlicre is n o  driver ctu-rent), t l ~ c  only current  tlint 
needs t o  t lo \ \  is that  r e q ~ ~ i r c d  t o  charge the 25-pl-' 
capacitance. This  is sharpl!, diffcrcnt t'rom m.ln! con-  
nections in electronics in \\~liich current  tlo\\,s 
t h r o u g h  the contact  after a n  electrical contact  11.1s 
been estahlishcd. 

I n  the case  liere re n o  bus \,oltage changes occur 
except us ,I result o f  the dc\.icc inscrtion, thc ilisc~.tion 
transient begins \\,ith tlie initial contact ,uid c~icis \\.lien 
there is n o  f ~ ~ r t l i c r  bus \.oltagc c11.1nge \\sit11 time (tlic 
steady state \~ol tage) .  Oncc  the device pin \,olt.~gc 
reaches thc stcady state bus \~o l t .~gc ,  n o  t i~r t l icr  cul-rent 
flons t h r o ~ ~ g l i  the contact.  

once the dc\.icc e ,~p~ci tancc  hcconics 
charged t o  tlic stead!rstatc s i g n ~ l  line \.oltage, n o  f ~ ~ ~ . r l i c ~ .  
d i s t~~rbances  to  the signal linc \~ol t ,~gc \ \ - i l l  o c c i ~ r  c\ .c~i  ~f 
tlie contact opcns niornentr11-il\, during a cllnttc~.i~ig 
event. T h c  \~oltage on  the cic\.icc cap'lcitancc ch.~rigcs 
during the tr'lnsient from '1 disclinrgcd state (ze ro  \,01t- 
age) t o  tlic stcady state signal linc \,oltagc, \\.ith the ~ L I I - -  

rent al\\,ays flo\\ing into tlie dc\~ice c,lpacita~icc. 
I f  the signal linc \zoltagc cli.lngcs ahcr  tlic inscrtion 

transient is completed ( b c c a ~ ~ s c  ofc\.cnts sucli ,I\ l7cing 
driven by otlicr de\~ices, b!~ noisc, o r  b!~ the inserting 
device beginning t o  use its o\\,n dri\.cr), then current  
\ \ r i l l  again begin t o  flo\v thl-ougli tlic contact.  This is ,I 

normal SCSI condition tior cont,lcts in scr \ icc.  If the 
signal linc \zoltage changes during tlie insertion tr,ln- 
sient because ofcvcnts  other  t h ~ l n  the connector  c o ~ i -  
tact effects (c .g. ,  signals clianging bccausc o f  being 
driven by otlicr dc\.ices, o ther  noisc),  then it is niorc 
difficult t o  dctcrrninc exactly \\,hcrc the inscrtion tl-nn- 
sient ends. 'l'lic beginning o f  the insertion transient 
\\ , i l l  still bc marked b!~ a chnrging o f t h c  de\.icc caprlci- 
tance. Ex.~rnples presented Iatc~. in this paper slio\\ 
both insertion events and dri\.ing c\,cnts froni ot l ic~.  
devices occurring at  the samc timc. 

T h e  time required for coliiplctc contact m'lting o n  
all SCSI signals in the bus is up  t o  six orders o fmagni -  
rude greater than the timc rccluircci for a SCSI s ig~ial  t o  
change state. Therefore, signal Ic\~el clianges ,Ire liltel!, 
during tlic insertion process. T h e  clcctrical bcha\.io~. of  
the contact .IS it continues \\,iping (sliding akcr  initi,ll 
contact is made)  from its initid contact point t o  its 
final resting position becomcs a critical part o f  tlic 
process. Tlic follonling subscctio~is csplorc tliis bcli,l\,- 
ior in det'lil. 

Connector Insertion Dynamics T h e  data presented ill 

this section \iZcrc dcri\.ed from a DIGITAL 1)SSI bus in 
1990. rl'lie 1)SSI bus is ncarly idcnt ic~l  t o  the S(:SI bus, 
and many o f  the results appl!, \ v i t l i o ~ ~ t  moditic.ltion 
t o  SCSI. Similar data li'l\~e becn obscr\~eci o n  tllc S(S1 
bus, bu t  the complete set o f  cl,lta presented ill tliis 

paper i s n o t  prcsentl!' a \ -L~ilL~hlc from actual SCSI I1a1-d- 
\\,are. 71.-lic disturbances in tlic 1)SSI bus arc larger than 
those seen i l l  the SCSI bus, b c c ~ u s e  the DSSI \~olt,igcs 
arc sliglltl!. Iiighcr (3 .5  V fol. 1)SSI compared t o  2.8 V 
for s~nglc-encied S(:SI), 'lnd rlic instrumcnt ,~t ion 
capacit,lncc ( -  10 PI-') ~ d d s  signitic,~ntl!, t o  t l ~ c  dc\,icc 
capac i t~ncc  b c c ~ u s e  o f  the s t ~ t c  o f  the a r t  for scopc 
probing i i n  1990 .  Nurncl.ous tcsts \vith modern  scopc 
prohcs (0.6 pt: o r  less) ofS(:SI Ii,lrd\\~,lrc ha\.c sho\\,n 
tli .~t tlic S(:S[ distu~.banccs J I . ~  indeed clualit,lti\~cl\, the 
sclmc hu t  sig~iiticantly less in size than tliosc s I~o \ \ ,n  
hcrc fi-om t l ~ c  1)SSI liard\\~,~rc. 

T h e  mccli:ln~sms dcsc~.ibcd appl!, t o  Jn!. s!,stcm in 
\\.I1icli t l ~ c  insertion tr.111sic~lt is c a ~ ~ s c d  by the clinrgi~ig 
o f  a s~n'ill c.~pacitancc. Figur-c 1 4  s l i o ~ \ ~ s  the basic tcst 
setup. A dc\,icc is inserted into ,l connector \\.it11 scope 
probes cltts~clicd o n  cithcr side o f  the mating i~itcrfaec 
~ n d  11 jtli ,111 ,~ciditional prohc ,~tt.ichcd t o  the bus some 
ciisrancc ti.olii the conllcctor. T h e  \.oltagc o n  tlic 
dc \ .~cc  sitic o f  tlic conncctor  is used as tlic rrig9c1- 
sign.11 ilito n digital storage scopc s o  that  the c \ z c ~ ~ t s  
before, cil~ring, and ~ f t c r  the mating elrent c,ln be 
esamincci. This  is clearly ,I single-e\rent t\.pc o f  men- 
surcnlcnt,  so  ,I high ~~11mpl ing  rate ( 1  billion 5,lniplcs 
per s c c o ~ ~ d )  ,11111 sig~i i t ica~i t  scope menlor!. is 1-ci1~1ircd 
t o  c.1pt~11.c t l ~ c  \ \ . ~ ~ . e f o r m s .  T h e  scope probcs used Il,l\.c 
a 1-mcgolini i n p l ~ t  rcsist.lncc. 

- 7 I 11c connector  used for tlic tcsts in this section has 
multiple 1>,11-.11lcl pins t h ~ t  all mJtc  and dcliiatc in tlic 
s'lmc gclic~.,ll time perioci. -l-l~crc is n o  intcntion.11 
d '  ~ t tc lcncc  -. . . In the pin lengths. l'lic time relationship 
L?ct\\.cc11 tlic m.lting c\.cnts o n  t\\.o ncigliboring pins 
\\.,IS c~plorcc i  first. B!, choosilig neighboring pins, the 
diffcrcllccs bct\\~ccn the pins is ltcpt t o  a lninimuln 
so  the tinic diffcrc~lccs obscr \~cd  s h o ~ ~ l d  rcprcscnt tlic 
bcst pin-to-pin synchroniza t io~~ in a mating c\.cnt.  

For  tllis tcst, n probc \\,as attached t o  each o f  
pins, and tlic connector , ~ l o n c  ( n o t  part of  a tic\.icc) 
\\.as ~ n a t c d  t o  tllc bus scgmclit conncctor. Figure 15 
sllo\\.s tile rcs~llts.  

Both pills .lppcar t o  she\\, inst,int,u7eo~ls tr,~nsitions 
bc t \ \~cc~i  tlic cli,irged and discliargcd statcs on  t l ~ c  time 
sc,~lc th.it \\.,IS required t o  c.1ptu1-c both c\.cnts o n  the 
same plot. 'The mating c\.cnts arc separated b!, appros-  
i m ~ t c l y  19 niilliscconds, ,lnd thcrc is n o  c\.idcncc o f  
an!, discli,irgilig akcr  the initial cli,lrging h ~ s  occ~~rrcc i .  
Sincc the scopc probes h ~ \ . c  ,I 1 -mcgolim input  rcsis- 
tancc, o f  contact dur ing  the \\ripe port ion o f  
the mating \ \ r i l l  ~ l l o \ \ .  tlic cnpacita~lce t o  d1sc11~1.g~  
tliro~1gl1 tlic probe \\.it11 a time c o n s t m t  o f  < l p p ~ . o ~ i -  
matel!. I\'(,: \\,Iicrc K is the scopc probe rcsist.lncc and 
C i s  tlic ~ L I I I ~  o f t l i e  conncctor pin , ~ n d  probc  cnpaci- 
tnnccs. As9~1111i11g a total o f  10 pF, this gi\.cs '1 dcc~!, 
tlme colistalit o f  10 microscco~lds. 

t:igi~l.c 16 slio\\~s anothcr  ~-n,lti~lg cl.ent on  pin 1 a t  
a 5 0 0  t i~i ics  more  scnsiti\rc timc scale. In this cLlsc, 
some c\  icic~icc o f  momcnt,lry opcns is sccn \\.it11 the 
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Tcsr S c t ~ ~ p  for Insertion/Rcmo\,aI Transients 
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Figure 16 
Contact Bounce Events 

cspccted decay dynamics. The actual tinle constant is a 
bit longcr than 10 microseconds bccausc of some 
capacitancc in the connector pin. This bounce bchav- 
ior niay or may not be present during thc initial stagcs 
of the  cvcnt sho\vn in Figure 15, but clearly the behav- 
ior is 11ot visible in the figurc. To  obser\lc thc suite of 
transients that exist in the mdting proccss, one must  
csamine the transients at several different time scales. 
In gcncral, this requires repeating the mating events, 
since thc dynamic range of the scopcs uscd was insuffi- 
cient to capture all the detail in a single event. 

The initial mating event on  pin 1 still appears to be 
instantaneous o n  the time scale used in Figure 16, but 
some slope is visible in the second bounce event. Also, 
during the sccond dccap period, a shelf in the decay 
indicates that a partial, high-resistance contact \\/as 
briefly experienced. Pin 2 is not close to making a con- 
tact at the time range sho\vn in Figure 16. The figure 
sho\\,s a small amount of cross talk in the pin 2 voltage 
waveform caused by the pin 1 transients. 

This data clearly sho\\!s that the details of the mat- 
ing process are highly complicated and intrinsically 
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unpredictable. Therefore, the best \\.c can Iiopc for is 
to establish some limiting cases for thc important 
paralnctcrs. The limiting features S I ~ ~ \ \ ~ J I  in Figure 16 
arc thc extremely rapid initial rn'iting c\~crit and tlie 
decay tinies. We examinc these rnpid transients in 
dctail later in this section. The decay times arc dctcr- 
rnincd by the actual contact rcsistnncc 2nd the rcsis- 
tancc of the leakage path to local ground. For normal 
SCSI devices, thcre is very little lcakngc to  ground on  
the device pin so  the opens produced hy the bouncc 
have no cffect. 

S o ~ n c  cases obser\led indicate ml~cli niorc complex 
bouncc structures. Figure 17 sho\\.s a case in \\~liicli the 
mating connection is not establislicd until more tli,ln 
700 n1icroseconds have passed. 

The data i.11 Figures 15 t h r o ~ ~ g h  17 \\.ere all acqi~ircd 
horn thc same corulector contact during scparatc nlating 
proccsscs. Typically, the d e t d s  of the matinb c\cnt  , . . arc 
\,cry different even under nominall!. identical conditions. 

Anothcr type of mating event is she\\-n in E'ig~~rc 18. 
This event rccluires approximately 10 n~ic~.oscconds to 
makc tlie transition from uncharged to chnrgcd, and 
thcrc is no bounce. This particular ~ \ ~ c ~ i t  produces 

,dniost no cross t ~ l k  into pin 2. E\,ents \\fith these char- 
actcristics arc so~nc\\.liat rare 2nd are called gradual 
transients in tl.lis pq)cr. 

Figure 19 sho\vs :I closer look at the rapid transient 
typc of mating event. In this figure, \ye have added a 
device capacitance of npprosimatel!l20 pF to the scope 
probe for a total of approximately 3 0  pF. Notice that 
the transicnt rcquircs 2 to 3 ns to substantially com- 
plete its charging. Thcrc is a ratio ofnearly 10' benvcen 
the mating events on different pins in the same conncc- 
tor and the rapid trnnsient of a single contact. 

Limiting Parameters for the Rapid Transient The 
question of \\.herher the rapid transient sho\\.n in 
Fig~rre 19 is tllc \\.orst case needs to  be esplored 
because the duration of the transient affects the distur- 
bance on the bus. Some bounding features and some 
iniplications of the obscr\rcd behavior of the rapid 
transient arc noted in this subsection. 

Assunling tlint thc tm~isicnt event occurs in 2 ns and 
that tlie \~clocity of impingement just prior to  the first 
mating event is 1 mctcr pcr second, then the distance 
tr'~velcd by tllc contact \ v o ~ ~ l d  bc 2 nanometers (nm) .  

100 MICROSECONDS PER DIVISION 

Figure 17 
Exrc~~dcd Mating Bounce Evc~itr 
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Figure 18 
Gradual  mating Evenr, No Bouncc 
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Figure I9 
llcrnilcii Srl-ucru~.c o f  thc l h p i d  Tmnsic~it 

This ciistance js equi\ralent t o  a fc\v atomic distances. 
'The dist,incc tra\.elcd during the graciual tr,lnsient 
s l io\ \~n in F i g ~ ~ r e  I S  \\'auld be approximately 10 
microns, 2nd during the  extended bouncy c'lse s l ~ o \ \ ~ n  
in Figure 17, ,~pprosimately 1 m m .  T h e  \relocity for the 
latter n\,o cases \\80~1ld liltel!! be some\\/li,it reduced 
hccausc o f  tlic mechanicdl interference bct\\lecn 
the pins, and tlie actual distance tra\,clcti is probably 
signiticantl\r less. There  is little opport l~ni ty,  l io \ \~e \~e~- ,  
for tlic \rclocit!r t o  be I-educed for the rapici transient, 
d n d  this distance o f  2 n m  is probabl!~ at  least the 
correct order  o f  magnitude. 

T h e  follo\\ing ca lcu l~ t ion  slio\\,s the to t ,~ l  current  
Ic\,cls required t o  charge the capacitance in 2 ns. 

\\flic~.c Q represents the total c l i ~ r g e ,  C' is the capdci- 
tancc, and  \ '  is the \,oltage. Since this cliargc is trans- 
ferred in a time t o f 2  ns, the a\Icragc currcnt is 

Qi/ = 10.5 x lo - ' '  coulombs/(2 x 1 0 "  ns) 
= 5 2 . 5  millianiperes (~i ih) .  

For ,I gradual transient that takes 10 microscconds, 
tlic a\,eragc current is approximatel!, 10 microanips. 
Thcsc calculations she\\ that the most sc\.cre ampli- 
tucic disruption t o  the signal o n  the bus o c c ~ ~ r s  \\,it11 
the rapiti transients, since rcl,lti\.el!, 1,irgc currcnt ~ ~ i u s t  
be supplied in '1 short  time t o  charge the c,ipacltor. 

T'hc 1ic1t item t o  be examined is the currcnt density 
tliat 111ust exist during the t r a ~ ~ s i e n t .  Since tlie contacts 
rno\,c only 2 n m  and the  surhcc fnisli o f  a c t ~ ~ ~ l  con-  
t;lcts is no t  ~ic~rl! /  this s ~ n o o t l i ,  it is reasonable t o  
Lissulnc II sclucire 2 - n ~ n  contact.  <:lcarl!j, this assump- 
tion is no t  rigoro~lsl!~ defensible and coulti be tlie sub-  
ject o f  ,in entire stud!$ area in its o \ i rn  right; ho\\re\rer, 
tlicrc is n o  basis for assumi~ig  that tlic lateral contact 
region \ \ , o ~ ~ l d  be any different than the contact area in 
the mating direction. T h e  basic conclusions \\ o ~ ~ l d  n o t  
be affcctc~i C\.CII if \\,e assumed '1 l i l ~ ~ ~ d r c d  fold lateral 

increase in contact area. Attempts t o  use scanning 
electron microscop!, t o  examine the actllal contact 
area \\,ere no t  f r u i t f ~ ~ l  in estal~lisliing the actual initi'il 
physical contact area b c c ~ u s e  o f  the se\.ere physical dis- 
ruption tliat occurs o n  tlic ~iiicroscopic level anti 
because o f  the small sizes in\~ol\gcd. 

U n d e r  these assumptions, the ph!/sical contact area 
is assumed t o  be ( 2  n ~ i i ) ?  o r  4 x 10-'?m2 in the fol lo\ \~-  
i ~ i g  c a l c ~ ~ l a t i o ~ i s .  Tlic currcnt  density t o  support  the 
5 0 - I A  rapid transient currelit is therefore approxi- 
mately 10" ii/clnL. T!,pical current densities in copper 
and other  metals are lcss than 10" A/cln2. T h e  electro- 
migration onset currcnt is o f  tliis same order. T h e  C L I P  

rent densit!, in the lapid SCSI transient is a million 
times greater than t l i ~ t  \\,liich met'il can support.  

T o  support  the ~n,lssi\.e current densit\,, the act1131 
colitact Area I I I L I S ~  be mucli 1,lrger than the initial pl~!,s- 
ical contact ,ire,l assumcti in tlie aL7m.e cCilculations. 
T h e  author  bclic\~cs tliat tliis can be explained by ,I 

micromolten metal-to-metal joint that is formeci upon 
initial contact anti that tlie front of t l ie  melt propagates 
(probably th~.ougIi phonon  interaction) at  approxi- 
mately the speed o f  sound in the metal. Tliis process 
\ \~ould  create crudel!, a t l i o ~ ~ s ~ n d f o l d  i n c r e ~ s e  in tlic 
effecti\.e insertion \-elocit!, arid \\.auld result in a mil- 
lionfold increase In cont.lct area, since the melt \\.oulci 
propagate in all directions. 

This ~neclianism \\,auld pl.oiil~ce ~.easonable current 
densities and \ \ , o ~ ~ l d  form an intimate metal-to-metell 
interf'lcr \\zit11 both contacts tliat \\.auld aid in r e d ~ ~ c -  
ing the contact resist,incc. T h e  ~nicromelt  size becomes 
rapidly self-limiting, with the esp'inding contact are,i 
causing decreased current dcnsity, \\rhich in turn, c ~ u s c s  
decreased melt trn1pc1-at~lrc. 

As discussed in tlic next sectioll, the actual contact 
resistance during tlie rapid tr'111sicnt cannot  be large. 
If this resistance js large, as in tlie case o f  the gradual 
transient, the lnating e\.ent is much less disrupti.i(e. 

I\?any \rariations o n  tlie ~ n a t i n g  transients can be 
obser\.ed, bu t  \\.c d o  not  'ittempt t o  she\\. all o f  them 



in this paper. One  special variation, ho\\ecvcr, is \\.orth 
noting-the combination of rapid and gradual tran- 
sients in the same mating process. Sometimes the mat- 
ing process starts with a gradual transient and then 
shitis to a rapid transient. Figure 20  sho\vs a complex 
~ ~ i a t i n g  process in \\iliich ( 1 )  a gradual transient initi- 
ates, (2)  a rapid transient starts but does not complete, 
(3)  the rapid transient ends, (4)  another gradual tran- 
sient process starts, and (5)  another rapid transient 
tinishes the charging process. 

This observation is consistent \\,it11 se\~cral possible 
nlicroprocesses during ~vhich the initial rapid trunsicnt 
extinguishes before completion. 

The micronielt becomes physically torn apart b!, 
the ad\rancing motion of the contacts. (This process 
is unlikely because of the escessi\.cly slo\\ physical 
motion.) 

The micromelt esplodes. (This proccss is liltcly.) 

The micromelt becomes resistive t l i ro~~gl i  tllc cont- 
amination of the melt wid1 insulating material. 

The micromelt front reaches a thin region and 
opens because of the lack of material. 

The micromelt front reacl.les nn insulating region. 

On further mo\/ement of the contacts, a ne\v rapid 
transje~it condition is encountered bct\\.ccn different 
~nctallic peaks of tlie contacts, and a nc\\. rapid tran- 
sient begins. Figure 2 1  sho\\ls a co~lcepti~nl ~.cprcscnta- 
tion of this process. 

Gradual transients appear to  be associated \\'it11 nor- 
mal current densities (i.e., lo6 A/clii2) and much 
higher contact resistance than rapid trunsicnts. In cascs 
where a micromelt is not initiated, the lo\v contuct 
resistance associated with the licluicl metal-ttrsolid 
metal interface and the expa~ided contact nren are not 
present. Therefore, one way to  eliniinatc the mating 
disturbance caused bv the rapid transients is to ensure 
that a micromelting process is not possible. 

In the process sho\vn in Figure 20, it is probable that 
a gradual-type contnct is being maintained some\vhere 
else in tlie contact, since no voltage decay is evident 
\\,hen the rapid tmnsie~lt ends. Indeed, it is to be 
expected that the rapid transient mechanism would 
not operate after the capacitance is charged to  a certain 
level, since there \voi~ld not be enough energy differ- 
ence to initiate and sustain a rapid transient. Therefore, 
the gradual transient is tile behavior derived frorn an 
extrapo1,ltion of tllc normal mechanisms that produce 
contact resistance. Tllis detailed disci~ssion is pursued 
becausc \jre must uncicrstand the basic pli\aical mecha- . . 
nisms to gain confidence that are considering the 
worst-case disturbances. 

Single-ended Device Removal 
During the proccss of rcmo\.al, the device pill separates 
from the bus. Since both the bus and the device are at 
the same voltage just before the separation, no  current 
is flo\\ing unless the bus voltage changes when the con- 
tact is in the proccss of  separating. Therefore, in most 
cases the separation process causes no disturbance. 

Bounce can occasionally be observed during the 
dernating process when there is a leakage-to-ground 
path present on the device side. O f  course, ifa voltage 
decay occurs and the contacts re-connect, the mecha- 
nisms are essentially the same as for the insertion tran- 
sient. The kc\, point is that no additional mechanisms 
ha\.e been noted for de\lice renio\ral that could be 
more disrupti\,e than tliosc operating during tlie inser- 
tion ~ ~ O C C S S .  111 t l ~ e  limit, the removal process could 
produce as much disruption as the insertion process. 

Figure 22 s l~o\ \~s  t\\io examples of demating. l:lie 
dernating events sIio\vn in Figure 223 have only approxi- 
mately a 60-microsecond separation. This separation is 
exceptionally small, and it is theoretically possible to have 
coincidental contact-to-colltact events ( ~ i t l i n  the preci- 
sion o f the  instrumentation). The demating event with 
bounce sho\vn in Fig-LI~C 22b was acquired on exactly the 
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Figure 20 
Gr;ldual and Rapid Transients in thc S.inlc ~\/lating l'roccss 
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Architccti~rc of Combination Gradual/Rapid M m n g  Event 

same pins in exactly tlie same connector used for the 
events in the top ofthe figure, and there is no evidence of 
any activity on pin 2. Pin 2 de~nated long before any 
activity was seen on pin 1. Again, this underscores the 
~~npredictabilitjl of the de tds  of any given event. 

Impact of Device Insertion and Removal on Bus Signals 
This section contains several examples of the noise 
produced on the bus side of  the connector. Actual 
devices \\lit11 approxirnatel!~ 25  pF of capacitance \\,ere 
used to obtain the data. This capacitance value is 
increased by tlie probe capacitance. O n  the bus side, 
there is also some increased capacitance caused by the 
probe used to acquire tlie bus side signal. Figure 2 3  
shows the basic impact of a rapid transient on the bus 
sidc of the connector and the time relationsh~p of the 

bus disturbance to tlie voltage 011 the device side. The 
bus voltage is reduced \vhile it supplies the necessary 
charge to the device pin. After the device capacitance is 
charged, the bus resumes its voltage level before the 
insertion transient (more o r  less). 

In this test, the bus pulse is approsinlately 3-11s wide 
at its midpoint; its peak amplitude is approximately 
1.25 V. This pulse is significantly larger in amplitude 
dian that produced from a device alone. 

One  of the more interesting features of the signals 
in Figure 23  is the lack of commonality or  tracking in 
the signals after tlie rapid transient has passed. 111 the 
simplest interpretation, one \vould expect both sides 
of the connector to have nearly the same voltage 
(at the least to be within the accuracy of  the 0.1-ns 
propagation time benveen the probes). The follo\ving 
discussion addresses the author's current thinking on 
die reasons for this lack of tracking. 

Instrume~itation effects, such as resonance or  difkr- 
ences in probe properties, were ruled out  by using 
both probes on the same signal and noting that there 
\vas little difference in the signals reported from each 
channel. Later, typically atter a few microseconds, the 
voltages d o  become effectively the same. 

Because a significant voltage difference is present for 
relatively long times, there must be a significant voltage 
source benveen the contacts to support this observed 
difference. In the initial stages, the difference bet\\~een 
die pin voltages is approsimately 3 V. If the current is 
the one calculated in the section Limiting Parameters 
for the Rapid Transient, that is, approsimately 50  m.4, 
then the current-limiting impedance must be at  least 
3/0.05 = 60 ohms. This impedance, coupled with the 
parasitic capacitanccs and inductances, s e n e  to blunt 
the instantaneous electrical energy transfers that would 
be implied by a very low source impedance. If the 
source impedance \yere very low,, then both sides 
would have to track shortly a k r  the initial contact. 

Part of this limiting impedance is the loaded or local 
tra~ismnission line impedulce of the bus. The characteris- 
tic impedance is nominally approximately 100 ohms for 
an unloaded bus. Since the bus connector is attached to 
the middle of the line, both sides are available to supply 
charge and the effective charging impedance \\~ould 
be approxiniately 50 ohms. A 30-pF capacitance would 
have a charging time constant of 1.5 ns. This time con- 
stant fits the observatio~ls well during the rapid transient 
itself but does not f t  the timing parameters of the volt- 
age differences observed well after the rapid transient. 

Elevated local temperatures are almost certainly pre- 
sent during the rapid transient (near tlie melting point 
of the metals!), so it seems plausible that the mystery 
voltage source is basically thermal electromoti\~e force 
(ELMF) benveen the pins. Allo\ving a few n~icroseconds 
to aclue\fe thermal equilibrium and subsequent loss 
of the thermal EMF also seems quite plausible. 7Irliese 
details are inviting Further detailed investigation but 
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Figure 23 
klost Severe Koise Pulsc Obscrvcd 

d o  not affect the practical concl~~sions as applied to 
parallel SCSI. 

As added evidence for thermal effects, experiments 
with early LVD SCSI devices that use a 1.2-V bus level 
instead of  the 3.5-V bus le\d show11 in Figure 23 
transfer much less energy and have a 1nuc11 shortcr 
settling time before both sides of the contact track. 
These L W  results \\,ill be reported separately. 
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l_he point extracted from these charging-impedance 
and settling-time obscr\lations is simply that the over- 
all energy transfer rate is limited by the microphysics 
o f the  process. This means that Figure 23 almost cer- 
tainly illustrates the \\lorst-case disturbances. 

It Iias been noted that the bus pulse is similar to that pro- 
duced by a smb on the bus and a signal \\~ith a fast ~-ise/fd 
tinle. In a sense, \\re really are charging a stub in either case, 



and in both cases the loaded or local characteristic imped- 
aicc of the bus limits the cstent of the disturbaicc. 

To  more accurately measure the noise pulse pro- 
duced when a dcvicc is added to thc bus, measurements 
were performed \vitIiout a scopc probe attachcd to the 
dc\,icc pin. To d o  so rcquired triggering the scope from 
tlic noisc pulsc on thc bus side. Consequentl!,, it nras 
not possiblc to scc thc device-sidc charging dynamics. 
Figiirc 24 sho\\s the measured pulse near the device 
connector and at a point 2 meters awav. 

The p ~ ~ l s c  ~ C ~ S L I I . ~ ~  in Figilrc 24 has approximately 
half the amplitudc of the pulsc in Figurc 23. This is 
morc reduction in amplitude than one would espect 
fro111 the removal of  10 pF from the effective device 
capacitance, and this differcncc, \\,bile not completely 
espl'lincd, is in tbc fa\,orable direction. Thc noise pulse 
that rcached thc ncxt devicc (where it could be 
detectcd as an en-or) would be even smallcr, bccause of 
the dispcrsion and attenuation in the bus and because 
the ncigliboring dc\fice \\lould nccd to ha\,e its 25-pF 
c n p ~ i t a n c e  chargcd also. The signal at tlic measure- 
ment point 2 lnctcrs away in Figure 24 indicates 
the intensity of the attenuation and dispcrsion to  be 
espccted in the rapid transient bus pulses. The details 

of the attcnuation and dispersion dcpend sonicwhat 
on thc bus media used. 

The rapid transient bus p~~ l ses  arc sho\\rn on nctud 
data pulses in Figure 25. The top trace in thc f i g ~ ~ r c  
sho\vs a rapid transient pulse on a ncgated part of a 
single-cndcd SCSI signal. There is a scope probe on this 
device, but the de\,ice capncitaice is onl!, approsio~ntel!~ 
15 pF so thc totd with t l ~ c  probe is approsinatcl!~ 25 pF. 
Note that the noise p ~ ~ l s e  is approximately 0.8 V and 
does not take the signal into the receiver dctcction 
mnge belo\\, 2 V. This negated statc is :I bit highcr than 
usuall!l f o ~ ~ n d ,  so thc bus pulse is starting horn a higher 
point. IFthc pulse had started from a lo\ver point, for 
example about 2.5 V, the pulse amplitude \vould not 
have been as large. Further discussion of the receiver 
detection range appears later in this scction. 

The signals in F i g ~ ~ r c  25 werc purposely chosen 
to have broad falling cdges of approximately 15  ns. 
Normal SCSI signals arc 5 ns or  fastcr. The broad cdgcs 
rnasimize the chancc that the bus pulse \\*ill producc a 
signal slopc reversal o f tbe  type that can producc mul- 
tiple edgcs. l'he bottom trace in Figure 25 sliows 21 bus 
pulse in the most sensitive part of thc E~Ili~lg edge. This 
pulse produces almost no slope re\*crsal becausc b!, the 
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time it is ready t o  become positive-going, the data sig- 
nal has hl len s o  much  that  thcrc is n o  \,oltagc source 
t o  drive t h e  signal more  positi\lc. At the beginning of 
the  falling cdge, the  sle\\r ratc is increased by the  bus 
pulse; in  the  middle, the  edgc is cstcnded and consc- 
quently tlie o\lerall time required for thc falling edge is 
almost exactly the same as for tlic filling edge that  l ~ l s  
n o  bus pulse (see the top  trace). 

Therefore, the main effcct o f  rapid transient pulses 
occurs \\lhcn they intersect the signal edges ( \ \~ l lc re  a 
state change is expected anyva!~), nnd the ct'lcct rs 
nlovemcnt o f  the position o f  the edge by n o  morc  
than 2 ns from the normal position. This mo\.cmcnt is 
already accounted for  in  the SCSI standard as /HI/.)-e 
distorrion S ~ P L L I  SO there is n o  i~i iportant  effect. 

I f  the  mating event happens while the  bus signal is 
in  the  asscrtcd state, there is little effect since little 
charge is transferred. I f  the event happens in the rising 
edge,  tlicrc ma!, n o t  be enough  \#oltage differcncc t o  
start a r,tpid transient-again, tlicrc is little effcct. If a 
rapid transient is initiated on a rising edgc,  tlic impact 
is still a small shift in the position o f  thc edge.  111 
any arbitrary combination o f  signal lcvcl and type o f  
transient, the  bus disturbance \\ ' i l l  no t  be grcatcr than 
those sho\vn in Figure 24 and Figure 25. 

Differential 
For  differcntial SCSI systems, essentially the samc 
behavior occurs as for thc single-ended case except that 
the relationship ben\,een nvo contacts inste.~d of  just 
one  must be considercd. If insertion transients o n  tllc 
positiire signd differential line are o c c ~ ~ r r i n g  ~t the s,imc 
time as transients o n  the ~iegati\.c signal line, \ \ ,c milst 
esaminc the difference ben~rccn these transients t o  
see \\rl~at impact they have o n  the differential signals. 
Based o n  the time r e q ~ ~ i r e d  bcnvecn mating cvcnts o n  
neighboring connector pins presented in the section 
Connector  Insertion Dynamics ; ~ n d  in Figure 15, it is 
evident that the differential c,lsc is almost .ll\\.;~\.s nvo  
independent ,lnd isolated single-ended cases. This is 
because the difference in the tinic recl~~ired for different 
pins in thc same connector t o  begin thc mating process 
\lastly escccds tlie actual tr.~nsicnt tirnc 011 either signal. 

In  SCSI differential systelns, both the positi\,c  nil 
the  negnti\rc signals are normnll\, positive \\.it11 I-cspcct 
t o  the local grounds.  This  mc.lns that the transients 
will be thc  same polarity o n  botli signals. 

In  the  \rcry rarc cases in \vIiich some o \ ~ c r I ~ p  exists 
ben \~een  the transient times o n  bo th  signals, the rapid 
transient disturbances \\,auld ~~sua l . ly  be sccn as c o m -  
mon mode  cIrcnts that reduce tlic effective diffcrcntinl 
transient signnl. These e\*ents ,Ire no t  seen i f c o m m o ~ l  
mode  noise exists \\.here the signals h'11.c opposite 
polarity \\,ith respect t o  local g rounds  during tlic 
transients. In this case, it is thcoreticall!l possible to 
producc ant icommon nlodc differential trnnsicnts. 

Ho\vevcr, the ant icommon m o d e  case \\.ill al~\lays lha\lc 
the positive and negative signal lilies within a differen- 
tial logicnl voltage level oFgro~und,  and t h e  transients 
.ivill tllcrcforc be small. Even in tlie ant icommon mode  
case, the effect is a t  snost a slight shifi in the time \\.lien 
the diffcrcnti~l state cliangc is observed, since the  tran- 
s j e ~ i t  d i s t~~rbances  are s o  small. 

In the pathological differential case, large c o m m o n  
m o d e  Ic\cls exist o n  botli the positive and tlic negative 
signals. "l"l1c insertion t ransic~l t  \\rill be larger because 
the bus voltage is larger. This casc is e\?en more rarc since 
it rccluircs bo th  coincidental pin niating and coinci- 
dental large c o m m o n  nlodc. 

T h e  other  case considercd that can havc a unique 
efTect o n  differential systems is that o f  estendcd bounce. 
This casc extends the effecti\ic mating time t o  t11e point 
\\,hen some o\~erlap bet\\~een tlic transient acti\~ity on  the 
pins is morc likely. Recall that the extended bounce case 
\\'as o111\~ \visible \ \hen  a leakage mechanism \ \as  n\.nil.ablc 
t o  disclia~.gc the incoming dc\.ice capacitance. In  actual 
de\,iccs, n o  significant leakage occurs so  a bounce event 

does not  producc disturbances alter this first contact. 
'l'he diffcrcntial signal seen by tlie incoming device 

n1;y bc seriously affected by extended bouncc if there 
is bus , lc t ivi~.  during this bounce. Consider, for csam- 
plc, ,I cnsc in \vhich the  positive signal contact opened 
because o f a  bouncc event ahcr  achieving a full charge. 
While it is still open,  the ncgati\'c signal changes statc. 
No\\)  botli the positi\fc and 11cg:ltive signals arc at the 
sanlc 11o1iiinaI potential, \\,hich is an indeterminntc dif- 
ferentinl c o ~ ~ d i t i o n .  Fortun,itel!~, this condition is not  a 
problem because the onl!, dc\,icc that sees this condi-  
tion is the cic\,ice being i~iscr tcd o r  remo\,cd and it is 
n o t  in an opuat ional  statc. 

Summary of the Handling of Device Insertion and 
Removal Transients 
After a comples, !*et self-consistent, set o f  espcrimcntal 
data and interpretations, the concluding results arc that 
the \\.orst-cnsc SCSI bus t r~nsicnts  resulting from proper 
insertion and rcrno\,al proccsscs should not  cause crrors 
in t l ~ e  S(:SI bus as prcsentl!! specified in the SI'I and 
Fast-20 (UltraSCSI) st.~ndards. T h e  proper p~.occsses 
include p~.cgrounding p i o r  t o  i~isertion, avoiding 
cscessi\rc ricvice capacitance, and  using SCSI drivers and 
rccci\,crs that meet all o f  tllc SCSI requirements.' 

As o f  this \\.riting, all reports o f  de\lice insertion/ 
removal crrors ha\:c been traced back t o  failurc to usc 
p r o p  proccdurcs o r  dcsigns. T h c  most colnnion errors 
arc lack of prcgrounding, dcviccs that d o  no t  ni,li~ltai~l 
tlic high-impedance input  statc d ~ ~ r i n g  po\\,cr c!cling, 
, ~ n d  po\ \ .c~-  distribution o r  1iiccIi3nicd transient effects 
~ ~ n r c l a t c d  t o  SCSI propcr. 

T h e  mcchariisnis that opcratc span a time spectrum 
from picoseconds in rapid transients t o  seconds in con-  
t ~ c t  \\ripe and other  macro connector operations. 



The worst-case differential transients occur when 
one treats the differential system as nvo independent 
single-ended SCSI buses-one for the positive signal 
and one for the ncgative signal. 

The rapid transient becomes more and more 
detectable as bus speeds increase and the receivers and 
timing margins become more sensitive. Schemes to  
encourage the gradual transient are the best protec- 
tion against the ultimate problems causcd by rapid 
transients. The best-known mcthod for producing 
reliable gradual transients is t o  avoid a metal-to-metal 
contact during the initial contact and until the device 
capacitancc is charged. At this time, no such connector 
system exists for SCSI applications. 

Overall Summary 

E\rolution in four significant hardware technologies 
in the recent past has enabled parallel SCSI to break 
through the barriers that were preventing it from 
delivering excellent value, flesibility, and gro\vtll to thc 
computer data storage industry. Application of morc 
scientific methods, use of the latest silicon technolop, 
and developments in the interconnect technology pro- 
vided the foundation for these impro\~ements. DIGITAL 
provided most of the basic data and led important stan- 
dards and industry bodies to acco~npljsh this. 
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I 
Peter L. Higginson 
Michael C .  Shand 

Development of Router 
Clusters to Provide Fast 
Failover in IP Networks 

IP networks do not normally provide fast 
failover mechanisms when IP routers fail or 
when links between hosts and routers break. 
In response to a customer request, a DIGITAL 

engineering team developed new protocols 
and mechanisms, as well as improvements to 
the DECNIS implementation, to provide a fast 
failover feature. The project achieved loss-of- 
service times below five seconds in response 
to any single failure while still allowing traffic 
to be shared between routers when there are 
no failures. 

A 1)IC;I'TAL routcr engineering team has refined and 
cstcndcd routing protocols to guarantee a five-second 
111asimum loss-of-scr~rice time during a singlc failurc in 
nn  Interrlct Protocol (I'P) net\\~ork. We use the term 
~ . o l ~ t o  c.111.stci- to describe 0111- impro\rcd irnplernenta- 
tion. A routcr clustcr is defined as a group of  routers 
on the same local arca ncnvork (LAN), pro\riding 
mutual backup. Router clusters 11n1,c been in scrvicc 
since mid-1995. 

Background 

The l3igitd Equipment Corporation Nenvol-1~ Integration 
Scr\.cr (DECNIS) bridge/routcr is a midrangc to 
high-end product dcsig~icd and b ~ ~ i l t  by a L)J(;ITAL 
Ncr\\7orks Product Business Group in Reading, U.I<.' 
The DECNIS performs high-speed routing of IP, 
DF,Cnct, and OSI (open s)<stcrn interconnection) pro- 
tocols and can h;n.c tlic follonring network interfaces: 
Etlicrnct, FDDI (fiber distributed data iltcrface), 
I-YIL\/I (ns!~nchronous transfer modc), HSSI (High- 
Speed Serial Intcrfacc), Tl/El (digital transmission 
schcmcs), and lo\\,cr-speed WAN (\\ride area net\x.orl<) 
intcrf:~ccs. The 13ECNIS bridgc/ro~~tcr is dcsigned 
,~rourid n Futurebus backplane, \\tit11 a numhcr of 
s e m i - a i ~ t o u o ~ ~ ~ o u s  linc cards, a harcl\\~arc based address 
lookup engine, and a central col~trol processor rcspon- 
siblc for the contl-ol protocols a11d route calculation. 
Data packcts arc 11oni1al.l.y handled complctcl!~ by the 
linc cards and go  to the ccritral processor only in 
exception cases. 

The 1)ECKIS routers r ~ l n  a number of high-profile, 
liigli-availability, nride-area data nen1w.1~ for tclc- 
phonc scr\,icc pro\riders, stock exchanges, and clicmi- 
cal cornpa~iics, as n.ell as forming the b~~cltbonc of 
l>IGITAL's internal ~lcn\!ork. 

Typicall!; thc 1)ECNIS routers are deploycd in 
I-cdundant groups \\.it11 diverse interconnections, to 
providc vcry Iiigh availability. A common rcq~rirernent 
is ncvcr to taltc the ncnvork do\\rn (i.e., d u ~ i n g  mainte- 
n,lnsc pcrjods, co1111ccti\rit\~ is preserved but redun- 
dnnc!, is reduced). 



Overview 

11' is tlic most \vidcly ~ ~ s e d  protocol for communication 
benvccn hosts. Koutcrs (or  gateways) arc used to link 
hosts tliat arc not directly connected. When IP \Ifas 
originally designed, duplication of WAN links was com- 
mon but duplication ofgatc\\~a!~s for hosts \\.'IS rare, and 
no mechanisms fbr  voiding hiled routers or brokcn 
links bcnvccn hosts and routers were dc\lclopcd. 

In 1994, \vc began a project to restrict loss-of- 
ser\.icc times to  belo\\ five seconds in response to any 
singlc hilurc; for c sa~~ lp lc ,  Liilurc of a router or  its 
electrical supply, f'iilure of a link bet\\jcc11 routers, or  
failure of tlie connection between the routcr and the 
LAN o n  which the host resides. In contrast, esisting 
routing protocols h ~ v c  recovery times in the 30- to 
45-second range, and bridging protocols arc n o  bet- 
tcr. l'roviding Fist E~ilo\,er in [[' net\\,orks required 
cnha~~ccnients to ,Ireas of tlie router's design to 
co\*cr all the possible fiiilure cases. It also r c q ~ ~ i r e d  thc 
invc~ition of new protocols to support the host-router 
interaction under IP. This was acliie\lcd without 
requiring an!, cliarigcs to thc host I P  code. 

I n  this paper, \\.c start b!~ discussing our targets and 
tlic bclia\.ior of csisting routing or  bridging protocols 
and folio\\. this \\lith a detailed analysis of  the diffcrcnt 
K~ilurc cases. We tlicn show ho\v we have modificd the 
bclin\ior of the routing control protocols to achieve 
the desired failo\'c~. times on li~ilis ben\'een routers or  
in response to the fiil~u-e of intermediarc routers. 
Finally, \\,c describe the new 11' Standby Protocol and 
thc ~ncchanisn~s \\,e developed to achieve fast recovery 
from f.1i1u1-es on the LANs local to the cnd llosts. This 
part of tlie problcm is the   no st challenging because 
the hosts are of many types and have IP implcmenta- 
tions that cannot rcalisticall!, bc changcd. T ~ ~ L I S  all 
changes have to be made in thc routers. 

O L I ~  sccondar!~ ainls \Yere to allo\\s the L I S ~  of router 
clusters in any csisting nenvork configuration, not to  
constrain f>ilo\~cr to simple pairs of routers, to be able 
to share tr,~ffic bct\\,cen a\railnblc routers, and to con- 
tinue to use thc Internet Control [Message Protocol 
(J(:Ml') I-cdircct mechanism for optimum choice of 
routcr by hosts on 3 per destination basis. A common 
problem of hosts is tliat they d o  not time out  rcdirects. 
Tliis problem is a\,oided by t l ~ c  ndoption mcclianis~ii 
\\ritliin tlic routcr cluster. Having met thcsc ~ l i ~ n s ,  ns 
\\/ell as bst  hilover, we call justifiably call the result 
router clusters. 

The Customer Challenge 

A p:lrticular customer, a telccommunicatio~~s service 
provider, has an Intelligent Scr\-iccs Net\\,ork iipplica- 
tion by \\~Iiich \voice calls can be transferred to another 
opcmtor at a difkrcnt location. The datn nenvork 

manages the transfcrr;il nnd passes information about 
the call. Tlic applicatio~i uses User 1)atagram Protocol 
(UDP)  packets in IF \\.ith retranslnission kom thc 
application itself. 

Becai~sc this application requires a high level of data 
nenvork availability, network designers planned a 
duplicate ncn\,ork \\,it11 man!, pail-cd links and some 
mesh connections. Particular problems arise \\,lien the 
human initiator bcco~ncs impatient if there arc dcl.lys; 
ho\\,cvcr, the more critical requirement \vas one over 
\\rhich the nen\rork designers had no control. The 
source of the  calls is another system that nlakcs a single 
high-.le\~cl retransmission after five seconds. If that 
retransmission does not rccci\fc a response, the \\,holc 
system 3t the site is assumed to have hiled. Tliis leads 
to new calls being routed to other service sites or  sup- 
pliers, and manual intcrvcntion is rcquircd. 

To  rcsol\,c this issue, the customcr requested a 
nen\,orlting sJrstem that \\~ould rcco\?cr from n singlc 
fiilurc in an!. link, i~itcrL~cc, or router \.c'itliin n fi\'c- 
second pcriod. The stn~ldard test (\\.hich both the cus- 
tomer and wc use) is to start a oncc-per-second ping, 
and to  expect to drop no more than four consccuti\,e 
ping pncl<cts ( o r  their rcspo~lses) upon an!! e\,cnr. The 
fi\,e-second maxini~~ni  break also Ilas to apply to 
disruption \\!hen thc tiilcd component recovers. 

To mcct the customcr challenge, thc routcr group 
in Reading de\.elopcd the routel- clustcr implcmcnta- 
tion on tlie DECNIS. In the nest nvo scctiolls, \\.c dis- 
cuss the bridging and routing protocols i n  ~ ~ s c  . ~ t  the 
start of our projcct anci relate our nnalysis of the cus- 
tomer's ncni-ork problems. 

Bridging and Routing Default Recovery Times 

In a largc ncn.i.ork, n routing control protocol is csscn- 
tial in ordcr to d\~namicall!. determine thc topoloar of 
the nenvork and to dctcct failing links. Bridging con- 
trol protocols may bc ~ ~ s e d  similarly in smaller nct- 
\\larks o r  may be i~scd in combination \\it11 routing. 

Bridging and routing control protocols often lia\,e 
failure rcco\.cr!. tinics in the order of n ~ninute or more. 
A typical recovery consists of a dctcct timc during 
which adjaccnt routcrs Icarn about thc hilurc; a distrib- 
ution timc during \\.liich the kno\\.ledge is slinred, pos- 
sibly throughout the \\.hole ncn\.ork; and a route 
recalculation tinie during nrhich a set of routes is 
calculated 'lnd passed to the for\\~arciing cnginc. 

Detection times arc in the ordcr of tcns ofscconds; 
for esamplc, 30 seconds is a common default. The nvo 
most popular link-state routing control protocols 
in large 11' ncnvorl<s are Open Shortest Path First 
(OSPF)' and Integrated Intermediate Systcm-to- 
Intermediate Systcm (Integrated IS-IS):' Thcsc proto- 
cols havc distribution "hold do\\,ns" ( t o  limit the 
impact of route flaps) to pre\,cnt the generation of a 
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ncw control message \\ritliin some interval (typically 5 
or  30 seconds) of  a pre\.ious one. Thc distribution of 
the new information is rapid (typically lcss than one 
second), depending primarily on  link speeds ancl 
ncnvork diameter; however, the distribution may be 
adversely affected by transmission errors \vhicIi require 
retransmission. The default rcrransniissio~i times after 
pllcket loss vary betureen 2 and 10 scconds. The route 
rec;~lculation typically t~lkcs lcss than one second. 
?. 1 liese values result in total rcco\lery times after failurcs 
(for routing protocols \\,it11 d e f a ~ ~ l t  settings) in the 
45- to 90-seconcl range. 

Distance vector routing protocols, such as the 
Routing Information Protocol (RIP),' typically taltc 
C \ ~ C I I  longer t o  recover, partly because the route conl- 
p~~ ta t ion  process is inherently distributed and requires 
multiple protocol exchanges to reach con\,ergcncc, 
and partly became their timer settings tcnd to be fixed 
at relatively long settings. <:onsequcntly, their use is 
not f ~ r t h e r  considered in this paper. 

Similarly, bridging protocols, as standilrd, use a 15- 
second timer; one of the worst-case recovery situations 
requires tlirec timeouts, malting 45 scconcis in all. 
Atiotlier bridging reco\.ely c ~ s c  requires an i~nsolicitcti 
data packet from a liost and tllis results in an indctcr- 
minate time, although n timcout nlill cause flooding 
ahcr a period. 

In 11) protocols, there is n o  sirnyle \\,a\. for a host to 
detect the failure of its gatc\\.ay; nor is it simple for a 
router to detect the failure to coni~ilunicate with n 
liost. In  the former case, scvcral minutes may pass 
before an Address Resoli~tion Protocol ( A M )  cnti-!l 
times out  and an alternati\rc gate\ray is chosen; for 
some implerncntations, recovery may be impossible 
without manual intervention. Failure to co~ii~nunicatc 
\vith a host may be the rcsult of failure of the host 
itself, which is outside the scope of  tliis project. 
Alternati\relp, it may be due to tiilure of the LAX, or 
the router's LAN interface. I n  tliis case, tI1c1.c esists a n  
alternative ~ O L I ~ C  to the LAN through nnothcr routcr, 
but the routing protocols \\.ill not nlalte LISC ofi t  L I I I I C S S  
the subnet(s) o n  the LAN arc declarccl ~~nrcachablc.  
This requires either man~~,l l  intcr\~ention or  timcly 
detection of the LAN failure by the router. 

Analysis of the Failure Cases 

Thc first task in meeting the customer's clinllenge \\'as 
to analyze the various failure and recovery modcs and 
dctcrmine n.hich existing n~aniigcmcnt paramctcrs 
could be tuned to inlprore rccovery times. Aher that, 
nc\v protocols and mechanisms could bc d c s i g c d  to 
f i l l  tlie remaining shortcomings. 

A typical nen\rork confgi~rntion is sho\\.~i in Figure 1 .  
T'hc target net\\,ork is simil'lr b ~ ~ t  has more sites 11ncl 
mall)! more hosts on each I A N .  ~M;ln!f of the site 

HOST A 

ROUTER CLOUD <=) 
KEY: 
- - - - - POSSIBLE MANAGEMENT LAN 

ALSO PROVIDING REDUNDANT PATH 

Figure 1 
T!.p~c,\l (:onfigur,ltion for  l<ooutel- <:luster Usc 

routcrs arc DECNIS 500 ro~ltcrs with one or  hvo 
WAN links and n1.o Ethernets. The second Ethernet is 
ilsed ;is a 1iianagenlcnt rail and as a redundant local 
path bct\\,een routcrs one and nvo (Rl-R2) and 
benvecn routcrs thrce 2nd four (K3-R4). 

I n  the original plans for the customer rien\,ork, the 
routcr cloud consisted of groups of routers at two or  
thrce central sites and pairs of links to the liost sites. In 
designing our soli~tion, however, \ire tried to allow any 
number of routers on  each LAN, interconnected by a 
gencr'll mcsli nen\,ork. For test purposes, both and 
thc customer uscd this set-up \\!it11 direct R1-R3 and 
122-1<4 T1 links as the net\\!ork cloud. 

\;Vc Iinve to consiclcr \\/hat liappe~is to packcts travel- 
ing in cncli direction during a failure: tliere is little gain 
in dcli\.cring the data and losing the ackno\vledg- 
mc~lts .  Since the direction of data tlou. does not give 
rise to additional complications in the network cloud, 
there arc just n r o  Elilure cases: 

1 .  F;lilurc of a router in the ncn\.ork cloud 

2. Failurc of  a link in the network cloud 

FVc kccp these cases distinct because the fi~ilure and 
recover!, mechanisms are sliglitly different. 

\.Vc also need to consider a hilure local to one of tlie 
LAW o n  \vIiich the hosts are attached. A hilure here 
has n\.o conscqucnccs: (1) The packcts originated by 
tlic host must bc scnt to a diffcrcnt router, and ( 2 )  l?he 
rcsponsc packets ti-orn the other liost through the net- 
\\rorlc cloud must nlso be sent to a different router, so 
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that it can send them to the host. We break down this The custoruer requested enhanccd routing, and the 
type of failure into the folIo\i~ing three cases: 

3. Pacltcts from the host to a failed or disco~lnected 
router 

4. Packcts to thc host \vhen the router fails 

5. Packets to thc host \\,hen the router interhce f i l s  

Note that \\ic arc using the tcrm roulcr in~erfcrce 
Jhil/.~rc' to include cases in which the connector falls 
out  or  some failure occurs in the LAN local to the 
routcr (such that the router can detect it). In practice, 
failurc of an interface is rare. (liemoving the plug is 
not particularly common in rcal nenvorks but is easy 
to tcst.) Figure 2 sho\vs these hilure cases; this con- 
figuration was also used for some of  the testing. 

Kcco\rery of a link that previously failed causes n o  
problcms because the routers will not attempt to  use it 
until after it has bccn detected as being available. Prior 
to  that, they haw alternate paths available. Recovery 
of a failed routcr can cause problems because the 
router may receive traffic before it has acquired suffi- 
cicnt nen\lork topology to forward the traffic cor- 
rectly. Rccovcry of a router is discussed more fully in 
the section on Interface Delay. 

Can Existing Bridging or Routing Protocols Achieve 
5-Second Failover in a Network Cloud? 
I n  this section, \\,e discuss the hilure ofa router and the 
failurc o f a  link in the nen\rork cloud (cases 1 and 2) .  

existing nenvork was a large routcd WAN, so enlianc- 
ing bridging \\.as never seriously considered. Our espe- 
rience has shown that the 15-second bridge timers can 
be reduced ordy in small, tightly controlled nctcvorlts 
and not in large MJANs. Consequently, bridging is 
unsuitable for fast hilover in large ncn\rorks. 

For link-state routing control protocols such as 
OSPF and Integrated IS-IS, oncc 3 failure has been 
detected recovery takcs place in nvo o\rcrlapping 
phases: a flood phase in \\,hi& information about the 
failure is disu-ibuted to all routers, and a route calcula- 
tion phase in \vhich each router \\forks out  the new 
routes. The protocols have been designed so that o111y 
local failures have to be detected and manageable para- 
meters control the speed ofdetection. 

Detection offailure is achieved by exchanging Hello 
messages 011 a regular basis with neighboring routers. 
Since the connectiotls are usually LATT or  Point-to- 
Point Protocol (PPP) (i.e., with 110 link-layer ackno\vl- 
edgments), a number of messages must be missed 
before the adjacency to the neighbor is lost. The mes- 
sages uscd to  maintain the adjacency are independent 
of other traffic (and in a design like the DECNIS may 
be the only traffic that the control processor sees). 
Typical default values are rnessagcs at three-sccond 
intervals and 10 lost for a failure, but it is possible to 
reduce these. 

HOST A 0 

ROUTER 5 a 
- - - 

FAILURE 

FAILURE 
CASE 2 

- - - ROUTER 4 

FAILURE CASES 
1 Fa~lure of a router in the network cloud 
2 Fa~lure of a link in the network cloud 
3 Packets from the host to a failed or disconnected route1 
4.  Packets to the host when the router fails 
5 Packets to the host when the router interface falls 

Figure 2 
D13gr~ni oFFailure Casts Targeted for Recovery 
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Decreasing the Routing Timers 
The default timer values arc chosen to rccluce over- 
heads, to cover short outagcs, and to cnsul-e that it is 
not possible for long packets to causc the adjacency to 
expire accidentally by blocl<ing Hcllo tra~ismission. 
(Note transrnissio~l of a 4,500-byte packet on a 64 
kilobit-per-second link takes half a second, and qucu- 
ing wvould nornially require morc than a packet tinlc.) 
Hoa/ever, \\lith higli-qualih T 1  or  Iiigher link speeds 
in the target nenvorlc and priority q u e ~ ~ i n g  of Hcllos in 
the DECNIS, it is acceptable to send tlie Hcllos at onc- 
second inter\rals and coulzt thrce missed as a f'lilurc. 
( A l t h o ~ ~ g h  \ve lia\le succcssfi~lly tested counts of hjro, 
\ve d o  not rccommcnd tliat value for customers on 
WAN links because a single link error co~nbincd \\?it11 a 
delay due to a long data packet ~ v o ~ ~ l d  causc a spur io~~s  
failure to bc detected.) The settings ofonc scco~id and 
three repcats were \\litliin thc csisting permitted 
ranges for the routing protocols. 

When these shorter timers arc uscd, it is important 
that any LANs i n  the nen\forl< s h o ~ ~ l d  not bc o w r -  
loaded to  the e s t c ~ ~ t  that transmissions arc dclaycd. 
The nehvork managers should monitor- \/VAN links 
and disable any li~llts that hnve Iligh cl-ror r,ltcs. Given 
the duplication of routes, it is better to disablc ~ n d  ini- 
tiate repairs to a bad link than to continuc a pool- ser- 
vice. Many customers, with less controlled ncnvorks 
and less aggressive recovery targcts, Iia\.c adopted the 
router cluster system but kept to morc conscl-\,ati\,e 
timers (such as 1 second and 10 repcats). 

Implementation and Testing Issues 
In some cascs, a Ciiled link may be detected ~t J lo\vcr 
level (e.g., modem signals or  FDDI station managc- 
nient) well behrc  thc routing protocol realizes that it 
has stopped getting Hcllos and declares thc c~ifjaccncy 
lost. (This can lead to  good results during testing, but 
it is essential also to test link-hilure ~rlodcs that arc not 
detected by lower levels.) In t11c nTorst casc, lio\\~c\~cr, 
both the detection of a failed routcr or  tlie detection of  
a failed link rely on the adjacency loss and s o  have tlic 
same timings. 

Loss of an adjacency causcs a routcr to issue a 
revised (set of) link-state messages reflecting its new 
\fie\\r of thc local topology. Thcsc link-state mcssagcs 
arc flooded throughout the ~iet\\.ork and C;ILISC c\tcry 
router in the neh\lork to recalc~llate its route tablcs. 
Ho\vever, becausc the nvo or more routers lvill nor- 
mally time out  the adjacency at  different timcs, one 
message arrives ti rst and causes a prcmaturc recalcula- 
tion of the tables. Thcrcforc it may require a subsc- 
quelit recalculation of thc route tables before a nc\v 
n\lo-\vay path can be utilized. We had to tunc thc 
router implementation t o  make sure that subsequent 
recalc~llations \\!erc done in a speedy nianlier. 

During initial tcsting of these parameters, \ve disco\,- 
ered tliat fiilure of certain roi~ters represcntcd a morc 

sc r io~~s  case. Ho\\re\rer discussion of this is deferrcd to 
the later scction The Designated Router Problem. 

0 ~ 1 r  target  ti\^ scconds is made up of three seconds 
for the hilure to be detected, leaving nvo seconds for 
tlie in fo r~n~ t ion  ~ b o ~ ~ t  the failure to bc flooded to all 
routers ~ n d  for thcni to recalculate thcir routes. 
Within the segmcnt of the 11cn\.ork where the reco\:- 
cry is required, this has been achieved (nrith sollie tun- 
ing oftlic sohrrarc). 

Recovery from Failures on the LANs Local to the 
End Hosts 

Thc prcvious scction sho\\rs that \ve can dcd  \\lid1 router 
failure and link failure in the network cloud (cases 1 and 
2). Hcrc \IT consider cases 3, 4, and 5, those tliat deal 
\\it11 hilures on tlic I.,ANs local to the end hosts. 

From the point of vie\\: of other routers, a fililed 
routcr on  a LAN (case 4) is identical to a failed router in 
the ncnvork cloud (case 1): a router lias died, and the 
otlier ro~lters nccd to routc around it. Failure case 4 
therefore is re~uedicd by the timer adjustmcnts 
described in the prc\~ious section. Note that thesc timer 
adjustmcnts arc an integral part of the JAlU solution, 
bcca~~sc  tllc!~ aJIo\\, the returning traffic to bc re-I-outed. 
Thcsc timer adjustments cannot \vork propcrly if the 
LAN parts of router clusters arc using an inappropriate 
I-outing control pl-otocol such as RIP', \vhich tal<es LIP 

to 90 scconds to reco\.er from C~ilures. 

Detecting LAN Failure at the Router 
A solution to case 5-packets to thc host \\,hen the 
router interface fails-for TP req~lires that the router 
can detect a bilurc of its interface (for csample, that 
the plug lias been removed). If the LAN is an FDDI, 
this is tri\rinl rind virt~~nlly ilistantaneous because con- 
tinuous sign& OII the ring indicate that it is working 
and the intcrfacc directly signals failure. For Ethernet, 
\jrc Elccd n 11~11nbcr ofproblems, partly due to our implc- 
n~cntation 2nd partly duc to the nature ofEthernet itself. 
We fornmd a small team to work on this problcrn alone. 

ISccausc of thc \rat-iety of Ethernet interfaces that nugl~t 
be atr~clied, thcrc is no drect indication offailure: only a11 
indirect one by failurc to s~~ccessh~lly transmit a packet 
\\.ithin a one-second interval. For maximum speed, the 
1)EC:NIS implementatio11 queues a ring of eight buffers 
01.1 the transmit interf~ce and docs not check for errors 
~lntil a ring slot is about to be rcuscd. This mews that an 
error is only detectcd somc tirnc afier it has occurred, con- 
suming much ofour five-second budget. .- 

1 he control sohvare in the DECNIS management 
processor has no direct kno\\lledge of data traffic 
bcc,lusc it passcs directly benveen the linc cards. 
'l-hcrcfbrc it scnds test packets at regular intervals to 
filld out if thc interface has failed. By sending large test 
p~ckc t s  occupying inany buffers, it ensures that the 
ring circulates and errors are detectcd. Initially, we 
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reduced the timers and increased the fi-equenc!~ of test 
packets to be able to detect interface hilure within 
three seconds. (The test packets have the sender as 
destination so that n o  one recei\,es them and, as usual, 
more than one failure to transmit is required before 
tlie interface is dcdared unusable.) 

This initial solution caused se\zeral problems \vlien it 
\\{as deployed to a \\!icier customer group; \Lre had more 
complaints than previously about tlie bandwidth con- 
sumed by tlie rest messages ancl, more serjously, a 
number of instances of pre\,io~~sIy \\lorkng net\\~orks 
being reported as ~ ~ n ~ ~ s a b l c .  l'liese problem nen\,orks 
were either exceptionally busy or  had some otlier\vise 
undetected liard\\.are problem. O \ r r  time, the net- 
ci~orlts \\lith liard\\jare problems were fixed, and \\re 
modified the timers to avoid false triggering 011 very 
busy net\vorks. Clearly, the three-second target 
required more thought. 

Se.i.eral enli,~ncc~ncnts ha1.e since been made. Fjrst, 
the timers Jre uscr configurab.le so that the net\\,ork 
managers can traclc off between aggressive recovery 
times, bandwidth ~ ~ s e d ,  and hlse detection. Second, 
tlie test pacltct generator takes into account other 
pxkets sent by tlie control processor such that they 
are only sent to the size and estent required for the 
total traffic to  cause the ring to circulate. Tliis is a sig- 
nificant irnprovcrnent because tlie aggressi\,e routing 
timers discussed prc\~io~rsl!i cause Hello pacltets to bc 
sent at one-second intervals, \\~liich is &en sufficient 
not to  rcqi~jre extra test packets. Third, the line card 
pro\ides estrn feedback to  the control program about 
packets recei\,ed ~ n d  the transmission of packets not 
originated b!, the control processor. Tliis feedback 
gives an indication o f  successfi~l operation even ifsomc 
transmits are bili~lg. 

Re-routing Host Traffic When a Router or Router 
Connection Fails 
Case 3 \\.as by far the most difficult problem to  sol\.e. 
I P  does not pro\.ide a standard mechanism to re-route 
host traffic \\,Iic11 a router fails, and the only rnethod 
in common use (s11ooping R1P messages in the 
liosts) is both "deprecated" by tlie RFCs and has fi xed 
45-second timers that exceed our  recoyery target. 
Customers Iia\,c \\,ide range of 11' i~nplenientations 
o n  their hosts, and reliance on nonsta~ldard features is 
difficult. The particular target application for tliis work 
ran on personal co~nputer  systems with a third-party 
IP stack, and we obtained a copy for testing. Such 11' 
stacks sometimes d o  not have soplii~tic~ited reco\,ery 
schemes and discussion \\.ith \,arious experts led us to  
belie\,e that \\-e slioi~ld not rely o n  any co-operation 
from the hosts. 

Among other objecti\,cs, \ve \\,anted to be inde- 
pendent of the r o ~ ~ t i n g  control protocol in use (if any), 
to permit both n mesh shle  ofnet\\forking and more 

than n1.o routers in a cluster, and to continue to route 
traffic by reasonably optimal I - o ~ ~ t e s .  In addition, \ire 
wished to not confuse nenvork management protocols 
about tlie true identity of the routers invol\~ed il~id, 
if possible, to share traffic over thc \\'AN links \vhcrc 
appropriate. 

Electing a Primary Router 
In our solution, the tirst rcquirc~ncnt is for othcr 
routers on the LAN to detect that a router has failed or  
become disconnected, and to have a primary roi~tcr 
elected to organize recovery. Tliis is achie\.cd b!~ all 
routers broadcasting packets (called IP Stand b!, 
Hellos) to other routers o n  the LAN every second. 
The highest priority (with the highest IP addrcss 
breaking ties) router becomes tlie primary router, and 
failure to recei\ne IP  Standby Hellos from another 
router for 1 1  seconds (three is the default) causes it to 
be regardcd as disconnected. This condition nlny 
cause the selection of a ne\\ primary router, \\,liicli 
would rlie~i initidre I-eco\!ery to t'ikc traffic on behalf of 
the disconnected router. 

The IP Standby Hellos are sent as "all routers multi- 
casts" and tlicrefore d o  not add i~dditional load to 
hosts. The!' arc UDP datagrams' to a port \\,c regis- 
tered for tliis purpose (digital-1.r~; see tlie Internet 
Assigned Numbers Authorin IIANA] on-line list). 
The routers are manually col~hgured \vitli a list of all 
routers in the cluster. To  make config~~ration easier 
and less error prone, the list o n  each router inclucics 
itself, and hence an identical set ofconfiguration para- 
meters can be used for all thc roiltel-s in a cl~rster. 
Automatic configurnti011 \\,as rejected because of rlic 
problem o F  kno\\~ing \vhicl~ other routers should exist. 

Function of the Primary Router in ARP Mode 
Our first attempt (called AtU' Mode) uses a fiilllte I P  
address (one  per subnet for a LAN \\.it11 m~~l t ip l e  sub- 
nets), \\,hich the current primary router adopts and tlie 
hosts have configured as their dehul t  router. The pri- 
Iiiary router returns its o\vn media access control 
(MAC) address \\Then the host broadcasts a n  AIU' 
request (using thc standard ARI' protocol" for the 
fake TP address and thus takes the traffic from the host. 
After a failure, a 11e\\.l!, elected pri~nar!, I-outer bro~ci-  
casts an ARP request containing tlie information tli,~t 
the fake IP address is no\v associated with the ~ie\\ .  pri- 
mary router's MAC address. Tliis causes the Iiost to 
update its tablcs and to for\\,ard 311 traffic to  the new 
primary router. 

The sending of 1CiMPredirects7 by the routers lins to 
be disabled in A1W mode. Reclirects sent by a router 
\\,auld cause hosts to send traffic to an IP address other 
than the fake 11' address controlled by the clt~stcr, ,lnd 
r e c ~ \ ~ e r y  fi-o~n hilure of that router \ \ J O L I ~ ~  tlie~i be 
impossible. 1)isabling redirects causes an additional 



problem. If the primary router's \)VAN link filils, all thc 
packets have to be inefficiently for\\zardeci buck over the 
LAN t o  other routers. To avoid this problcni, we intro- 
duced the concept of monitored circuits, whereby tlie 
priority of a router to become the prinial-y depcnds on 
the state of t11c \\/A\ li~ili. Thus, the p~.im,~ry router 
changes \\.hen tlie \VAN link fails (or  all tlie links fail if 
there are sc\,eral), and die liosts send thc packets to  the 
new primary (\vliosc V\Jh\ lulk is still intact). 

ARP mode has a number of disad\-iintages. It does 
not necess~~l-ily use all optimum route \\ihc~i the PVAN 
links form a ~ncsli rather than tlie simple p,~ir case, 
because redirccts have to be disal2lcd. 'The monitored 
circuit concept \vorks only on the first hop horn the 
router; more distant failures cannot change the IP  
Standby priority and nlay result in inefficient routing. 
Most seriously, the ri1l.e~ for hosts acting o n  illformation 
in ARP requests have only a "suggested implementa- 
tion" status i l l  tlie lWCs, and we found several hosts that 
did not change when requested or  \\,crc very slo\\l in 
doing so. (Note tliat we did consider broadcasting an 
A1U' response, but there is no ,lllo\\,ancc i l l  the specifi ca- 
tions for this liiessnge to be a broadcast packct, \\diereas 
an ARP request is normall!! a broadcast packet.) 

MAC Mode IP Standby (to Re-route Host Traffic) 
To sol\/e these problems, \\/e loolced for a mechanism 
that did not rely o n  any host participation. The result 
\\.as \vliat \.ire termed LMAC mode. Hcrc, e;lcli routcr 
uses its onrn IP address (o r  addresses fix multiple sub- 
nets) but ans\\,ers ARP requests \\it11 one o fa  y o u p  of 
special IMAC addresses, configured h r  each router as 
part of tlie router cluster configuration. Wlicn a router 
fails or  beco~nes discon~iected, the primary (o r  the 
ne\vly elected primary) router adopts the hilcd router. 
By adopt, we mean it responds to ARP I-cclucsts for the 
failed router's IP  address \.cith the failcd router's spe- 
cial MAC address, and it receilres anci fol-\\,ards all 
packets sent to the failed router's special MAC address 
(in addition to traffic sent to  the primary router's o.i.iln 
special MAC address and those of any other failed 
routers it has adopted). 

The immediate ad\lantages of M A C   node are tliat 
ICMP redirects can continue to be used, and, PI-o\,id- 
ing the redirccts are to routers in the cluster, the fast 
failo\~er \\,ill continue to  protect against fc~rther fail- 
ures. The mechanism is completely transparent to  tlie 
host. In a cluster with more than nvo roiltel.s, the pri- 
mary router \vjll use redirects to cause traffic (resulting 
from failure) to ~ ~ s c  other routers in the cluster if they 
have better routes to specific destinations. Thus multi- 
ple routers in a cluster and mesh rich\-orks are sup- 
ported. This also solves the problen~ of hosts not 
timing out redirccts (an omission common to man!' 11' 
implementations derived from BSD), bccausc the redi- 
rected address has been adopted. 

I n  MAC mode, tlic Iiosts are configured \\lit11 tlie IP 
.~ciciress of any router in tlie cluster as the default gate- 
\\lay. (The concept that it does not matter which router 
is chosen is one of  the hardest for users to accept.) 
Some load sharing can 1x2 achieved by setting differelit 
,lddresses in d i f fc~x~i t  liosts. 

Since the LIECNIS is a bridge router, it has the capa- 
bility to recei\,e all packets on  Ethernet and many MAC 
addresses on FDDI; thus all packets on all tlie special 
MAC, addresses are sccn by all routers in the cluster, 
and  its o\vn and those of any  adopted routers are for- 
\\larded. The speci'll MAC addresses used arc those 
associated with the unused L>ECnet area 0. The!! are 
ideal because the!, are part of the locally administered 
group and have implcmentatio~i efficiencies in tlie 
1)ECNIS because the 1)ECnct hi-ord (AA-00-04-00) is 
c~I~.c.xdy decoded, and tlic!~ x e  16 addresses differing in 
one nibble only (i.c., AA-00-04-00-Ox-00, \\/here s is 
tlic licxadecirual index of the router in tlie cluster). 
Notc that ARP rcclilcsts sent by the routcr must also 
contain the specitil MAC; address in the soul-ce hard- 
\\,,Ire address field of tlic ARP packet, otlic~.\\,ise the 
Iiosts' ARP tables may be ~ ~ p d a t e d  to contain thc wrong 
MAC: address. 

MAC, nlode has Ininor disadvantages. Initially, it is 
easy to spread the load ojier a number of routers; lio\v- 
e\>er, this can be lost akcr rcdirects. In  addition, a small 
c l ~ ~ ~ ~ c c  of packet duplication esists during reco\fer!l 
bccausc there may be n short period \\-lien both 
I-outers are recei\*ing o n  the same special MA<; address 
(\\~liicli does not happen in Al?J mode b e c a ~ ~ s e  the 
host changes the MA(: address it is using). This is 
preferable to a period \\!lien no router is rccci\ling on 
that address. 

Interface Delay 
Rccentl!; \\.e addcd an interface delay option to anie- 
liorate a situation more likely to occur in large net- 
\\,arks. I n  this situation, a router, rebooting afier a 
po\ircr loss, a reboot, or  a crash, reacquires its special 
MA<; address b c h - c  it has received all of tlie routing 
updates fi.0111 neigl~boring routers and ~ I I L I S  drops 
p,icltcts sent to it (and \\.orse, returns "~~nrcacliahle" to 
the host). Typicall!; thc main LAN initialization \\.auld 
be delayed for 30 seconds \\,liile routing table updates 
\\,ere received over the \VAN interfaces and any other 
I A N  interf~ces. Thc backup continues to operate dur- 
ing this 30 secontls. (Notc  that with Integrated IS-IS, 
\\,e c o ~ ~ l d  have del.i!~ed IP o n  the \vhole router, but we 
did not d o  this bcca~~se  it \\lould not have worked for 
OSPF, \\.hich requires IP to d o  the updates.) We use a 
filed configurablc time rather than attempting to 
cietect the end ofupdaring, because determining corn- 
plctio~i is difficult iftlic ncn\~ork is in a stare o f  t l u s  or  
the router's \VAN links arc do\\~n.  



Redirects and Hosts That Ignore Them 
When a router issues an ICMP redirect, the RFCs state 
that it must include its own IP address in the redirect 
packet. A host is required to ignore a redirect received 
from a router whose IP address is not the host's nest 
hop address for the particular destination address. 
Therefore, it is necessary to  ensure that the address of 
the hiled router is correctly included when issuing a 
redirect on  its behalf. In the DECNIS implementation, 
because the destination MAC, address of a received 
packet is not available to the control processor, the pri- 
mary router cannot tell whether a redirect has to  be 
issued on behalf ofitselfor one of the adopted routers. 
The primary router therefore issues multiple redi- 
rects-one for each adopted router (in addition to its 
own). Since redirects are rare, this is not a problem, 
but they could be avoided by passing the MAC desti- 
nation address of the original packet (or  just five bits to 
flag a special MAC address and say \vhich it is) t o  the 
control processor. 

I t  is contrary to the basic IP rules for hosts to ignore 
 redirect^.^ Despite the rules, some hosts d o  ignore 
redirects and continue sending traffic which has to be 
sent back over the same LAN. These cause problems in 
all nenvorks beca~~se  o f the  load, and, in the DECNIS 
implementation, because e\,ery time the line card rec- 
ognizes a redirect opportunity, it signals the control 
processor to consider sending a redirect. This may 
happen at data packet rates and is a scvere load on  the 
control processor, which slows down processing of 
routing updates and might then cause our five-seco~id 
recovery target to be exceeded. 

To reduce the problems caused by hosts ignoring 
redirects, we improved the implementation to  rate- 
limit the generation of redirect opportunity messages 
by the line cards. We also recommend in the docu- 
mentation that, where it is known that hosts ignore 
redirects (or  their generation is not desired), the 
routers be connected by a lo\ver-cost LAN than the 
main service LAN (such as the management LANs 
shown in Figure 1). Normally, this would mean link- 
ing (just) the routers by a second Ethernet and setting 
its routing metric so  that it is preferred to the main 
LAN for packets that would other\vise traverse back on 
the main LAN to the other router. This Iias nvo advan- 
tages. Such packets d o  not consume double band- 
width and cause congestion on the main LAN, and 
they pass only through the hst-path parts of the 
router, which are \vcll able to handle full Ethernet 
bandwidth. 

In IMAC mode, it is also possible to define a router 
that does not actuall!l exist (but has an IP address and 
a special MAC address) and is adopted by another 
router, depending on die state of monitored PVAN cir- 
cuits. Setting this as the default gateway is another way 
of coping \\lit11 hosts that ignore redirects. 

Special Considerations for Bridges 
We d o  not recommend putting a bridge o r  layer 2 
switch between members of a router cluster, because 
during failover, action would be required from the 
bridge in order for the primary router to receive pack- 
ets that pre\fiously .i.c7ere not present on its side oFthe 
bridge. We cannot rely on this being the case, so \vc 
must have a way ofallowing bridges to learn where the 
special MAC addresses currently are. More inipor- 
tantly, if bridges d o  not know wlierc the special MAC 
addresses are, they ofien use much less efficient (flood- 
ing) mechanisms. 

For greater traceability (and simpler implementa- 
tion), we use the router's real MAC address as the 
source address in data packets that it sources or for- 
wards. We use the special MAC address as the source 
address in the IP Standby Hellos. Since the Hello is 
sent out  as an 11' multicast, it is seen by all bridges or  
s\vitches in the local bridged netlvork and causes them 
to learn the location ofthe address (\\lhereas data pack- 
ets might not be seen by non-local bridges). Since \\lc 
are sending the Hellos every one second anyway, there 
is n o  extra overhead. 

When a primary router has adopted routers, it cycles 
the source MAC address used for sending its Hello 
between its o\vn special LMAC addrcss and those oftlie 
adopted routers. We also send out  an additional Hello 
immediately when we adopt a router to speed LIP 

recognition of the change. 
Since the same set of special MA<: addresses is used 

by all router clusters, we \irere concerned that a bridge 
that was set up to bridge a non-IP protocol (e.g., local 
area transport [LAT]) but not to bridge IP, might be 
confused to  see the same special MAC address on 
more than one port. (This has been observed to hap- 
pen accidentally, and the resultant meltdown has led 
us to  avoid any risk, however slight, of this happen- 
ing.) Hence we make 16 special MAC addresses avail- 
able and recomn~end to  users that they allocate them 
uniquely within a bridged domain, or at least use dis- 
joint sets on eithcr side of a bridge. 

The Designated Router Problem 

PVhile testing router failures, \\,e d~scovered additional 
delays during reco\rery due to the \vay in n,h~cli link- 
state protocols operated on  LANs. In these cases, the 
failure of routers not handling the data packets can 
also result in interruption of service due to the control 
mechanisms used. 

For efficiency reasons in link-state rouung proto- 
cols, \\then several routers are connected to a LAN, 
they elect a designated router and the routing proto- 
cols treat the LAN as having a single point-to-point 
connection between each rcal router and a pseudo 
router maintained by the des~gnated router (rather 



than connections bet\\.een all tlic routers).  T h e  desig- 
nated router  issues linl<-stntc packcts o n  bcliiilf-.of the 
pseudo router,  slio\\,ing it ns li,l\ring conncctions t o  
eiich real routcr  on  the Ioc.11 LAW, 2nd each ~ - o u t c r  
issues a link-state packet s l io\ \ inp c o ~ i ~ ~ c c t i o ~ i  t o  the 
p s e ~ ~ d o  router. This meclianis~u opcrntcs il l  n bl -o~dly  
similar \\In!* ill both Intcgr,ltcd IS-IS and OSI'F; the 
primnr\* difference being thar the OSI'F election 
cshibits hysteresis, t h ~ ~ s  ~niliimizing unneccssnr\p cics- 
ignatcci router chaligcs. 

For  routing tahlc calculations, a transit par11 o\-cr the 
l,hY ib taken f ro~i l  a routel. t o  the psc~lt io  roLltcr and 
then t o   nothe her rollter o n  tllc LAN. Hence  .lny cliangc 
in pseudo router s t . l t ~ ~ s  disrupts calcul:~tion ot ' thc net- 
\\.otk 11lap. 

CVhcn n designntcd routcr  fails, a SIC\\. o f  i ~ p d a t c s  
occurs; each routcr  o n  the 1,AS loses tlic adjacency t o  
tlie old cicsign,ltcd router a ~ i d  issues .I ne\\ l i ~ i l i - s t ~ ~ t ~  
pncket. N e s t ,  the nc\v dcsigll,~tcd router  is clccteii 
( o r  in tlic case o f  OSPF, the  b.lcli~lp cicsi~nntcci r o ~ ~ t c r  
rakes o\ .cr) ,  ancl each routcr  issues a link-state p ~ s k c t  
sho\\ring a link t o  it. I n  pn~.nllel, the dcsign,ltcd 
router  issues a set o f  link-state packers s h o \ \ i ~ i g  its 
col i~iect ions.  This  is n ne\\.  1.o~1tcr 0 1 1  the ]let\\  Orli as 
F J ~  as tlic o ther  routers n1.c concerneci; the olci dcsig- 
nated routcr  stays, discolinccted, in thc tables for as 
long as 20 ~i i inutcs  t o  an I ~ O L I I . .  This  Iiappe~is . ~ t  Iciel 1 
rind at  Ic\,el 2 in I ~ ~ t c g r , ~ t c c l  IS-IS, ~.cs~l l t in# ill t\\,icc 
as many updatcs. T h e  interactions ,Ire complex; in 
general, tliey result in t h e  sending of ~nulr iplc ,  
link-starc Iness,lgcs. 

Apart from the pure distribution and  processing 
problem o f  these updates a ~ i d  lie\x- I i~ik-st ,~tc  p.iclict~, 
thcrc are dclibcratc dcl,l!,s addcd .  A minor one  i \  that 
updates in Integrated IS-IS ,lrc rate-linilted on I,.\Ns 
( t o  niinimizc t h e  possibilinc o f m c ~ s . ~ g c  loss). A ni;ijor 
one is r l ~ n t  ,I pdr t i c~ l lx  li~il<-state 1xicket c,1111iot be 
~ lpda tcd  \\~itIii~i J holding rime from .I prelious update 
( t o  limit the  numbcr  of messages acri~,ill\, gcnc~.nted) .  
T h e  d e h u l t  holding time is 30 seso~lt is  i l l  Intcgr..ltcri 
IS-IS; it can be rcci~lced t o  1 s e c o ~ ~ d  in the e\.cnt \\.c 
f o i ~ n d  tliat the best solution \\,as t o  allon. as rn.11ny '1s 10 
updates in a 10-scco~id  pel-ioci. l-lie reason h ) ~ .  this is 
that rlie first update usu;~l l \~ contnins i~iformntlon 
;tbout the disconncction and  it is highly dcsirahlc to 
get tlic update \\,it11 the collncction o ~ ~ t  .ls tllct ns j~ossi- 
ble. I n  ,lddition, ill the \\.idcr nen\ .o~,k,  211 ulxi:itc can 
o\,ertakc and replace '1 p r e \ * i o ~ ~ s  one.  

With OSI'F, rlic PI-otocol dcfincs n l i i ~ n i r n ~ ~ n i  Iiold- 
i ~ i p  timc oFfi\e seconds, \\ liich limits thc ~.cco\.c~.!, tlmc 
\\,lien tlic desig~iatcd routcr  fails. T h e  target cus- 
tonier's nch\'orli \\,as using 11itcgratc.d IS-IS, ,111ri so  \\.c 
were nblc t o  acliic\,e tlie f\ ,c-scconii rcco\.cl.!, c\.en 
\\,lien the clesignatcd routcr  hi led.  ( Xotc  th:lt n-it11 
nlro roLItcrs, ollc n i ~ ~ s t  be tlic cicsig~intcd router s o  it is 

n o t  u r.1l.e cast.) We ha\-c not ,  s o  far, felt thar i t  is 
\\ ol.tli\\,llile t o  hl-eak tlic rules by clllo\\ling J shorter  
Iioldillg t imr for OSPF. 

Conclusions 

LVc successfi~lly designccl and implemented routcr  
c1ustc1-s for the I)E'.(:SIS router \\-it11 sharcd \\.orltlo,id 
and in tc~-~ .up t io~is  ,lf?er thilures o f  less tha11 fi1.c seconds 
in both I A N  nncl LIcXiY cn\.i~-onmcnts. This  capabilit\r 
has bccn cleplo\.cd i l l  the  ~ , r o d ~ l c t  since tlic ~ n i d d l e  o f  
1995, An 11itc1-net E~igirlcering .P,lsk Forcc (IE'I'F) 
g roup  is currc~l t l !  a t tempting t o  produce 3 standard 
protocol t o  ~ i i c c t  this ~ i c c d  ." 
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Shared Desktop: A 
Collaborative Tool for 
Sharing 3-D Applications 
among Different 
Window Systems 

The DIGITAL Workstations Group has designed a 
software application that supports the sharing 
of three-dimensional graphics and audio across 
the network. The Shared Desktop application 
enables the collaborative use of any application 
over local and long-distance networks, as well 
as interoperation among Windows- and UNIX- 

based computers. Its simple user interface 
employs screen capture and data compression 
techniques and a high-level protocol to transmit 
packets using TCP/IP over the Internet. 

i\ll ,ld\.,unccd p ~ - o d ~ ~ c t  d c \ ~ e l o p ~ n c n t  effort u n d e r t ~ k c n  
b\r jil..~phics c11gi11ccl.s in the L>IGITAI, b\Jo~.l<stations 
Group  Icd to  t l ~ c  crcation  of^ ne\\, soh \ ,a rc  application 
called Sllal-cd 1)csktop. O n e  project goal \\'As t o  cn,~ble 
coll,lbol.,ltio~l a m o n g  Llscrs of  tllrcc-ciimcnsional (3-1)) 
graphics \\,o~.kstntions that run cithcr the U S I S  o r  thc 
CVi~tdo\\.s N'I' opcr,lting s!,stcm. A n o t l ~ c r  goal \\,as t o  
,lllo\\ tlicsc ~ ~ s c r s  t o  ,icccss tbc I i i g h - p c ~ - f o ~ ~ m a ~ ~ c c  3-D 
c,lp,lbilities ot' tI1ci1. oftice \\,orkstutions fi-om tllcir 
1.1ptop C ~ I ~ P L I ~ C I - : ,  o r  IIOIIIC-based pcrso11'>1 compLlters 
(P<:s) r h ~ t  I - L I ~  the \Vindo\\.s 95 system ,111d d o  no t  
Iin\.c 3-1) g~.npllies hal-d\\,are. This goal ncccssitatcd 
'1 cross-opcratil~s-s!-stem applic,ltion t h ~ t  could effi- 
cicntl!. ,111ci cf'fccti\-cl!. h,lndlc 3-13 gr,lpl~ics in real time 
.lnd sh.lrc t l l c ~  g~'.~l>liics \\.it11 machines such as laptop 
computers ,lnd I'<:s. 

I n  this pap"., \\.c beg11 \\ith a discussion ofthc s o f h \ ~ ~ - c  
curl-cntl!, a\,nilnhlc for computer collaboration. LVc thcn 
tiiscuss tllc dc\ clopmcnt of  tllc S h ~ r c d  Llcsktop clpplica- 
tion, focl~sinji o n  the user inte~.Klcc, protocol splitting, 
screen c , ~ p t ~ ~ l . c  ,111d d,lt,l halldlillg, ~ n d  dissi~llilx ti-ame 
hnffcr,. \\'c c o ~ l c l ~ ~ t i c  \\,ith sections on additiond uses and 
t i~ tu~-c  dil.cctio~ls o f thc  Sl~arcd Desktop prod~lct.  

Current Collaboration Software 

(:omputcr coll.~bor,ltion may be dcfincd as the intcr.1~- 
tion b c t \ \ , c c ~ ~  comp~l tc rs  2nd their hurnnn users over a 
local 01- lo~lg-i i~\ t , lncc ncn\rork. I n  general, it in\.ol\res rl 

tr,lnsfcr o f  t c \ t ~ ~ , l l ,  g~..~phicaI, a ~ ~ d i b l c ,  ~ 1 1 d  \.is1131 infor- 
m'ltion ti-om one collnborntor t o  s lno t l~c~- .  T h e  parti- 
iipnilts sl1,lrc control information cithcr by means 
of co111l-7~ sc11e1.d t c ~ l  s ~ ~ ~ i c I i ~ - o ~ l i z ~ ~ t i o ~ ~  C\ ,CII  ts o r  by 
Ii~rman \roicc . ~ n d  \>isu,ll mo\~cmcnt . '  

Spccitic'~ll\, conlpLltcr collaboration in\iol\~cs corn- 
111~111ic,lti11g , ~ n d  sharing data a m o n g  p,lrticipants n h o  
can hc l o c ~ t c d  .~n\.\\.hcrc in a building, ,I tip., a country, 
or thc \\ o~.lci. F,,~ch participant has cithcr a l'C, a \\.ark- 
ct'ltlon, or .l 1,lptop computer. Somc rn,lchincs contain 
3-D g~-, lpl l ic  ,ldapters \\,it11 hard\\,arc accclcration. 
((:ornp~~tc~.-.licicd dcsign/comp~~tcr-assistcd manu- 
f~c tu1- in3  I (;hl)/(:Ahll] applicatio~is tikc l',lr~metric 
Tccllnologr <:orpor,~tion's [I'TC] Pro/li,NGINEEK 
use h,lrti\\..l~-c .~ccclcrators t.hrougI1 OpcnGLL o r  



Dircct.313.' p rogra i in l i i~g  p ~ . t o c o I s . )  Other  co171ptltcrs 
d o  not  contain 3-D accelerator boards and pro\ride 3-11 
capabilities tlirougli s o h ~ a r e - o n l y  routiucs o n  two- 
dimensional (2-D) hard\\.arc. In  a typical collaboration, 
a person \\ranting t o  share n specific 3-11 graphical dis- 
play o f a  p,irt o r  model telephones others t o  discuss tlic 
design in p~.og~.css. Akcr  the initial cont.ict, tlic coll.lb- 
orators mn!, continue t l ~ c  telcplio~lc call o r  s\\,itcli t o  
thc audio f i ~ n c t i o ~ i  o f  tlic application. Tlic gnphics  pnrt 
appears on each particip,l~it's screen along \\,ith associ- 
. ~ t e d  kc!'bonrd and mouse c\.cnts.  As tlic collaborators 
discuss the \\-ork, the!. m a \  each interact \\.it11 the dis- 
play t o  highlight, rotate, and change tlic look o r  dcsign 
o f  tlic 3-13 part. I11 this way, cvcn t h o ~ ~ g l i  the partici- 
pants arc scpnrated by some distance, they may intcnlct 
3s iftlicy \\,ere all sitting around a tablc \\,orking, cnn-  
\.el-sing, and designing the 3-11 part. 

Current  soft\\rarc t113t tfcilit;~tcs c o ~ ~ i p ~ ~ t e r - b a s e d  
collaborntion rL1lis through a rangc of  cap;ibilities horn 
tlie carlicst forms o f  clcctronic mail t o  tllc ~ ~ i o s t  recent 
offerings o f  complctc ~ o l l a b o r a t i \ ~ c  shnring o f  rhc 
computer. F.samplcs i~lcludc WinFramc technology 
from Citrix Systems, Inc., NctMeeting horn Microsoft 
Corpont ion ,  Netscapc <:onini~lnicator h o m  Nctscapc 
Conimu~licnt ions <:orpor.ition, and o ther  products 
from Sun  ~Microsystcms, Hc\\.lett-l'r~ckard, and Silicon 
Graphics Ins .  Thcsc pack;lgcs offer Ic\.cls of computcr- 
sharing and col laboration fl-on1 \.ideoconfcrcnsing and 
file sharing t o  fill1 appl ic , l t io~~ sharing. Each implemcn- 
tation rilns o n  spccifc operating s!!stc~iis. Although 
they LISC \,ilrious ~ ~ n d c r l y i n g  com~nunicnt ion protocols, 
most recent dcsigns \\.ark o\,cr local area and \\ride arca 
nen~.orks  (I.ANs/lVAKs), including tlic Internet.  For  
example, tlie NctlVccting product  provides confcr- 
encing tools likc chat,  \vhitcboard, ti lc transfcr, audio 
and \~idcoconfcrcnci~ig,  and non-rcal-time, sclected- 
\\,indo\\, 2-13 appl ic~ t ion  sharing o \ r r  TI 2 0  protocols 
layered on tlie Transmission Control  Protocol/ 
Internct P~.otocol (TCI'/IP).' NetA4ccti~ig runs only 
o n  Microsoft platforms (Windo\\ls 95 and Windo\ \~s  
NT operating systems). T h e  current products are defi- 
cient, ho\ve\,cr, in that  they d o  n o t  support  rnultiplc 
operating s!-stcnis, d o  ~ i o t  operate in real time, and d o  
no t  sharc 3-11 graphics. 

User Interface 

In  this section, \\.e describe o u r  choicc o f  n simple i ~ s c r  
interface for tlic sharing 'ircn o f  a clcsktop and o u r  
design o f  tlic Shared 1)csktop M a n a ~ c r  for client- 
scrvcr computing. 

Many collaboration tools for sharing computcr  
information (graphical dcsktop, keyboard, mouse, and 
audio o f a  given c o r n p ~ ~ t c r )  \\.ere complctc systems and 
r e q ~ ~ i r c d  t o o  much  elfix-t on  tlie part o f  the users just 
to learn ho\v t o  sharc inforrn:~tion. A focus o n  learning 
collaborntion tools often rccluires ~ ~ s c r s  to becomc 

experts i l l  the coll,~bor.~tion soFn\,are r~itlicr th;ln in the 
applications tliat the!; ma\, s l ~ ~ i r c .  Since the \,,lrious 3-11 
graphics packages tliat needed t o  be sliarcd \\.crc com-  
plicated in thcmsel\~es, \vc decided to irnplcment n 
simple user i n t e r f ~ c e  in the  Shared Desktop applicn- 
tion that  nearly 1111 audicnccs could e,lsil! Icarn and use. 

111 thc  Sliarcd Desktop dcsign, \\.c designated part 
o f  the dcsktop scrccn as n sharing arc;). Gr'tphics 
objects such ;is icons ~ n d  .lpplications locatcci \\lithin 
the sharing :lrca can be ~cccssed  by a11 co~iference 
participants. T o  sharc ,I ~ i c \ \ .  application, ;I participant 
nio\.es tlic application into the sliari~ig arc,]. ?'o 
renio\vc an application, a participant m o \ u  it outside 
tlie sharing arca. I f  the shnl-ing area cncompasscs the 
entire dcsktop o f  the  initiating participant, a11 applica- 
tions arc sliarcd. We ~ ~ s c d  standard pull-do\\,n menus 
and \\,idgcts pro\.ided b \  citlicr tlic U S I S  S Motif 
toolkit o r  tlic  microso of? Windo\\.s libmrics. \.Vc namcd 
the sharing area tlic "\ic\\,port"; i t  is \ric\\,cd o n  the 
desktop as 3 user-defincti .trca o f  rcctnngul;lr size mcl 
location. Any graphical object placed into the \.icr\.- 
por t  is marked as sharcablc \\.ith client users in a col- 
laboration. LVc designed tlic \.ie\\.port s o  that it is 
aln,ays o n  the bot tom o f  a given stack o f  \\~indo\\!s o n  a 
desktop. Thus,  \\.hen Shared Desktop is mini~nized,  s o  
is its \ric\\.port. T h e  objects tliat had bccn \\,ithin tlic 
\ie\vport arc rc tu r~ ied  to the initiator's dcsktop and  arc 
110 longer sli ,~rcd. With n cli~ick minimixation, the 
server collaborator can PaLIsC J I ~ ! ~  sharing that \\.as in 
progress \ \~ i t l io~ i  t disconnecting fro111 tlic client L I S C ~ S .  

Figure 1 illustrates ,I U X I S  scr\,cr \\,it11 ,I Shared 
Desktop \.ic\t,port conncctcd t o  se\seral clicnt s\,stcms. 
T h e  scr\.crls \ic\\*port contains n o  shnrcd objects 
\vithin its confines, and c~icli  c l i e~ i t  S C ~ C C I I  sIio\vs a 
\ iewport  rccci\~cd from the scrvcr. 

T h e  \.ic\\lport can be set t o  rcprcscnt the entire visi- 
ble desktop, o r  it can be set to cclual onl!, the sizc o f  n 
gi\,en npplicntion o n  the scrccn. Accorclit~~I\. ,  a user 
\\ho is acting as the ser\.cr cL]n dcterminc lie\\, much of 
a given desktop t o  sharc ' lmong tlic clicnt coll'lbora- 
tors. T h e  concept of  a \ric\\,port is \aluablc bcc ' l~~se  the 

, , 

p r ~ n c ~ p a l  collaborator ( ~ t  tlic ser\,er) c,ln qi~icltl! glance 
at  the scrccn and determine \ \ha t  t o  capture and send 
t o  othcr  pnrticipants. (Tlic objects and applications 
sent  from tlic server arc designated by solid lincs in 
Figure 1 .) T h e  Shared Desktop application requires n o  
tiirther action t o  set LIP 311 ;ipplication for sharing. 

Each clicnt scnds ke!fbonrd and mouse c\.ents to tlic 
ser\,er t o  control an!, application prcscnt in the \.ie\\,- 
por t  ( rcmotc  colitrol is s I i o ~ \ ~ ~ i  as dashccl lines in 
Figure 1 ). Scr\rcr and clients s!!nchro~ii~c cursor move- 
ments so  tliat an\, confcrcncc nienibc~.  c,Jn \\,arch 
as others  make changes t o  a shared npplicntion. This 
allon,s tlic cursor to becomc :I po i~ i tc r  during a scssion. 
Shared l3csktop iniplcmcnts a n  "anal-chy" form o f  
remote contl-01, with all micc and kcybo:~rds active 
simultancouslv. 



SERVER 
DIGITAL UNIX MACHINE 

CLIENT 1 
DIGITAL UNIX MACHINE 

CLIENT 2 
WINDOWS 95 MACHINE 

KEY: 
- GRAPHICS, AUDIO, AND MOUSE 
----  AUDIO, KEYBOARD, AND MOUSE 

Figure 1 
Ser\icr Desktop \oith Vic\vport and Clients 

When a user initiates a collaboration, the audio is off 
by default but remains integral to a session as a conve- 
nience (as opposed to  using the telephone). Through 
a pull-dourn menu operation, the server cnablcs audio 
for all participants in one operation. The usual audio 
management tools used to set microphone recording 
levels and speaker/headset play-back le\lels are avail- 
able. As Figure 1 indicates, the UNIX machine collects 
audio and distributes it to the three client collabora- 
tors. I,ike\vise, the three clients collect audio and send 
it back to thc server for mixing. I n  this \\.a!; all partici- 
pants can hear one another and interact with \\-hatevcr 
objects appear in the vie\vport on the server's scrccn. 

Figure 2 shows the Shared Desktop Manager from the 
initiator's vie\vport running on the UNIX servcr. A par- 
ticipant may use a Session pull-down menu to control the 
\~ie\vport and to connect and disconnect other confer- 
ence members. The Options menu allows for audio, 
remote cursor, and call-back control. The application's 
Help pull-down menu provides the usual help infornia- 
tion sirni1.a to a Windows help facility or a Web browser's 
help. The windo\v lists the status ofattached clicnts. 

Figure 2 
Shared Desktop Manager 
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CLIENT 3 
WINDOWS NT MACHINE 

Upon connection, participants can hear and interact 
with thc server. The resultant audio dalogue combined 
with the graphics, keyboard, and mouse interactions 
hcilitate a collaboration cnvironment in which particj- 
p'ints share an application. Since each user can operate 
a separate mouse and keyboard, the audio channel acts 
as a synchronization mechanism to indicate which col- 
laborator controls the shared applications at any given 
moment. The participants cornmunicate their actions 
\~e l -ba l l~  interacting in much the same \\/a)! as people 
\\,ho are sitting around a table a ~ l d  working. 

Design Features 

For our implementation, we concentrated o n  three 
principal areas: protocol splitting, screen capture and 
data liandling, and dissiniilar frame buffcrs. In tllis sec- 
tion, we discuss our investigation into using a protocol 
splitter and our decision to rely on  screen capture and 
data handling. We also dscuss dissimilar frame buffers. 

Protocol Splitting 
We looked for a \\a)( to distribute 3-D graphics among 
\vorkstations and 1'Cs that \vould be independe~lt of 
the application, graphics protocol, architecture, operat- 
ing system, and \\rindowing system. 011 UNIX, we 
found application sharing provided by distributed ~vin-  
dova protocols. For example, the S Protocoli allo\vs a 
user to send an ~pplication to a nonlocal display and to 
send S appl~cations protocol messages to several 
screens simultaneously. A protocol splitter, ho\ve\w-, 
has disadvantages duc to its requirements for band- 
width, programming, and latency. 



l'rotocol splitters require distribution of graphics 
com~nands and display lists by means of a nenvork. 
Three-dimensional models often contain megabytes of 
graphical information that describe specific screen 
operations. When displaying a model locall!l, these 
graphics operations rnove quickl!! and easily over sys- 
tem buses that are capable of handling l~undreds of 
megabytes per second. Ho\\!ever, \\,hen these same 
graphics objects are copied over computer nenvorks, 
the amount of information can overload even the 
highest-speed networks. For csample, using a 100- 
~negabyte (MB) Pro/ENGINEER truck assembly, a 
current generation 3-D \vorkstation can load, display, 
and rotate the truck once in approximately 2 minutes. 
The same operation between tcvo identical 3 - 0  \vork- 
stations takes 20  minutes when performed by a distrib- 
uted protocol, and the rotation of the truck does not 
appear t l ~ ~ i d  to the user, If the same data or  application 
is duplicated on e\7crv machine, only updates with syn- 
chronizing events are distributed, but this requires that 
all machines have the same graphics hard\vare. 

The programming sofnvare needed for interopera- 
tion among dissimilar operating and \\.indo\ving 
systems using protocol splitting is quite in\iolved. 
The ability to  support X11 desktops, Windows 95 
desktops, and Windows NT desktops while using mul- 
tiple 3-13 protocols like OpenG1, and Direct3D would 
require that these protocols exist on all platforms. 

Latency requirements for 3-1) are very stringent. 
Thus, any nenvork jitter makes even the best nenvork 
link create breakup (\,isual distortions) when rotating 
3 -D objects. Nenvork jitter also causes delays in send- 
ing \\lindo\v protocol I-nessages; as a delay increases, 
the window events map no longer be useful. For exam- 
ple, when rotating a 3-D object, the delayed events 
nirlst propagate as the network permits although this 
may once again congest t17e nenvork since the events 
may no longer be needed. The object has now rotated 
to a new view. The ability to drop some protocol nies- 
sages in a time-critical \%lay is a requirement for collab- 
orating with 3-D objects, and the protocol splitter 
approach to sharing has no solution for this problem. 

Screen Capture and Data Handling 
To o\,crcome these issues, \Ire investigated capturing the 
screen display, tile f11a1 bit~nap result of the interaction 
of graphics hard\vare and sohvare that the \ l~e\\ler sees. 
Capturing the screen is in itself nothing new; it has been 
used for some time to include screen visuals in docu- 
ment preparation. Initially, \ve \\,ere skeptical that cap- 
turing the screen display could be a usefill mechanism 
since the amount of data on a screen can be prodigious. 
Screen graphics depth and resolution can make the 
amount ofdata in any given graphics object very largc. 
For example, for a 24-plane frame buffer \vith a 1,280 
b!~ 1,024 resolution, the total amount ofdata to capture 
would be (24 x 1,250 x 1,024)/8 or  about 4 MB. Using 

the computational po\\ier of tlie Alpha niicroprocessor 
for reducing the data, \ve continued our in\iestigation. 
\Ve found that this approach requires die \vindo\~ing 
slatem to perform screen capn~re  by means of a non- 
CPU-intcnsive routine (direct niernory access [l)h/t4] 
as opposed to programmed I/O). Based on our tests, 
we concluded that screen capture technology \\~ouId be 
easicr to iluplenient than a protocol splitter, \vould 
have better latency for 3-D operations than a protocol 
splitter, and would be easily adaptable to thc \~arious 
windowing systenis and 3-13 protocols we u~ished to 
have interoperate. 

Graphics Compression The screen capture approach 
requires a number of steps to rfficiently prepare the 
data for transmission. First, tlie contents of a vjewport 
are captured, and the sample is sa\!ed for comparison 
with successive saniples. Second, the captured \lie\vport 
samples are diFfe1,enced to find scrcen pixels that have 
not been changed and delta Kil~les for those that have 
been changed. Third, tlie resultant array of values is 
compressed by a fast, run-length encoding (KLE,) of 
tlie array of difference samples. A more CPU-intensive 
compression ma)l no\\! be applied. The fourth step is to 
apply LZ77 compression that reduces the remaining 
RLE data to its smallest form. In  step four, the original 
data has been reduced while retaining its characteristics 
so that it can be restored (~~ncornpressed) ~ ~ i t h o i i t  loss 
on a receiving computer. This final lossless stage of 
co~npression occurs only if it reduces the amount of 
data and if the nen\!ork \\,as busy during a previous 
transmission. Lossless conlpression is important for tlie 
nondestructi\~e transfer of data from the ser\icrls screen 
to the clients' screens and has application i l l  industry. 
As an example, consider a doctor who is sharing an 
s-ray with an out-of-town colleague. If tlie zraphics 
\vere compromised by a lossy compressor, the collabo- 
rators could not be guara~lteed that the transmitted 
x-ray was identical to the one sent. With the Shared 
Desktop application, the doctor \\rho is sending the 
s-ray is guaranteed that the original graphics are 
restored on the colleague's display. In some forms of 
compression, data is throw11 out  by the algorithm and 
never restored, so that the final screen data may not 
accurately reflect tlie original graphics. Figurc 3 sho\vs 
the steps in tlie capnlre and co~npression sequence. 

On t.he Alpha architecture, these compression steps 
are performed as 64-bit operations, both in the data 
manipulation and the compression algorithnls. The 
Alpha arclitecture lends itself to a fast and efficient 
implementation o f the  algorithms, so that thc capture 
of the viewport and the rn~~ltistage compression of the 
data can be accomplished in real time. Approximately 
half of the number of instructions is used on a proces- 
sor that is twice as h s t  as a 32-bit arcl-~itecture. In addi- 
tion to its 64-bit routine, the IUE  is iniplemented as a 
32-bit routine and as a comparison routine. 
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DIFFERENCE DOES 
64-BIT 
RUN-LENGTH REQUIRE VIEWPORTS LZ77 COMPRESS 
ENCODING 

ADD NETWORK TRANSMIT TO 
ALL CLIENTS 

CAPTURE RAW YES CONVERT TO 
AUDIO SAMPLES ADPCM 

ALL CLIENTS 

Figure 3 
Gr,\pIuc\ .lnd .Ai~d~o Coliipl.cs\io~~ 1);lt.i Flo\\. l)i.lg~..l~n 

Audio Compression Similar t o  tllc pr.1phics c o ~ n ~ ~ ~ - c \ -  
sion described, tlie audio conlpl.cssior~ in Sl~. i~.cd 
1)esktop in\,ol\,cs sc\.eral stcps. First, tlie ;3~1~1io snnll7lc.s 
are captu~.cd through a microl>lionc n ~ i d  s o i ~ n d  card 
combination. Thcsc samples ; ~ r c  comp,~rccl \\.it11 tllc 
backgl-o~11ic1 ~loisc le\-el (clctcrmincd prior t o  h c g i n ~ ~ i n s  
a confcrcncc) t o  see if the samples arc i~sef i~ l .  S;i111l~Ics 
belo\v tlic bacligl-ound 11oisc Ic\,cl arc no t  tr,insfc~-I-cd. 
This implements a silence dctcction method \\.hC~-ch!. 
only usch~l  s,lmplcs \\ . i l l  nd\.n~ice t o  the next Ic\-cl 
of  co1nprcs5ion. Second, tllc nest  coinprt.ssion i~scc 
G.711 o r  other  similal- nuiiio co~npress io~i  \~,iilci,il-cis 
, ~ n d  con\.cl-ts ncinpti\ e diffcrcntinl pill\c cocle ~noci~ll.i  
tion (AL)P(:I\/I) salnples nt 64 Iiilohits per second illto 
16 Itilobits pel- sccond ( 4 :  1 loss!' compression)." ' l ' l ~ ~ r d ,  
this data is then re,ldy for t~.n~lsfc~.  to  J ~.ecci\.illg co111 
putcr s o  tli'lt it nld\, be cicconlprcsscti auci o ~ 1 t l 7 ~ 1 t  t o  ,I 
spc,iker 01- ,I hcadsct. T h e  '1~1ciio stl.calil ~ . c s u I t i ~ ~ s  from 
these stcps gcncl.ates at  most 10 Ikilobits I J ~ ~ I '  j c c o ~ i ~ i  
\\.hen someone is speaking, ;lnd n o  o u t p i ~ t  \\.lien ~t is 

silent. F i g ~ ~ r e  3 also slio\vs tlie nuilio c o m p r c s \ i o ~ ~  s r e p .  

Data Transmission A h c r  the g1.;11>1iics :uid , > ~ ~ c j i o  darn 
are collcctcd . ~ n d  compressc~i ,  the!, 1l1.c counbincd n11cl 
transmitted Licross the  ncn\.ork b!. a p,ltentcd, I i i~l lcr-  
le\-el protocol that  ensures timcl! dcli\.c~-! o f  cnc l~  
packet.- XI1 packets are sent  usills TCl'/lJJ o \ ~ r  tlic 
Internet.  A l t l i o u ~ h  the Iiighcr-lc\.cl protocol docs 11ot 
~ L I ' ~ I - J I I ~ K  ~ I . L I C  I - c ~ l - t i m e  ch ' i~.~~crc~~ist ics ,  tllc p.itcntcii 
protocol .illo\\.s for co l ic~ .c~ i t  ni~ciio. synch~.o~liznt io~i  
o f  g r . i p h i c ~ i n d  z i ~ r s o ~ -  c\,cnts, a n d  ne;lr ~xnl- t inlc  
grC~phics a ~ ~ i m n t i o n .  

As an cxalnplc, tlie scrccn cnl>t i~~'c  s l lo\ \ ,~i  in Figi11.c 4 
displ,iys 11 100-h41< l'ro/F.NC;INEER asscmbl!, l ~ c i n g  
shared tl11-oi1gI1 the SIial.cd I)csl<top npplic;itioil. 'I'lic 
Sh<i~.ed 1)csktop l \ / l a n a ~ c ~ .  s\,stc111 (s!,s~cnl \ \ , l ~ c ~ . c  tlic 

a s \ c ~ i i b l ~  ciat.lh.lsc rcsitics) is nn AlphnStCltion 500 
\\,o~-l\\t,ltion l - ~ ~ n n i n g  the I)lC;l l i - \ I ,  U N l S  opcl-,~ting 
\!.htcm \\ it11 .I l1o\\.el.Sto~.rn 41)60 g r ~ p h i c s  cor~trollcr.  
In this csnmplc, 'In 8 0 0 -  b!. 600-pisel by 24-bit Shared 
1 ) c ~ I i ~ o p  ic\\ por t  is be ins  ~3 l> t i1 rc~I ,  c o ~ i ~ p r c s s c d ,  and 
transmitted t o  the Slinrcd I ) c s l i t ~ p  client s!.stcn) a t  
. I ~ O L I ~  fi1.c i ~ p d ~ i t e s  per second. T h e  i ~ p d a t c  rate is 
dcrcl-mincd b!, the cnpru1.c \tic\\ p o r t  size, the cstcnt  o f  
detail ch;~ngcs bet\\ , icn capti~rc..;, thc a m o u n t  o f  p ro-  
cessing p ~ \ \ - e l -  needed by the application t o  make 
cli;ingex t o  tlic ~iloclcl, find the speed o f  the 11ct\\.o1-1<. 
111 thi\ c,\ , l~nplc, \\.hen rotatilig tlie truck nsscnlbl\-, n 
cornpl-cficcl \tI-caln of400 t o  500 Itilob!stes pel. c c o ~ i d  
1s ~c.rlc~.,ltccl ,ind represents tlic ti\'c u p d n ~ c s  per second 
m c ~ ~ t i o n c c i ,  rl silnplc assembly rniglit bc nblc t o  iio a 
I-ot,ltio~i \\ itll Shared llcsktop cnpt~rr ing and tl.ansrnit- 
t lng I 5  i ~ p d , ~ t c x  per s c c o ~ i d ,  alld n 111orc complic,lted 
rnoiic.1 1 like tlic trucl\: asscmbl!. sho\\,n) \\.oiild rczci\,e 
t;\\ c1- ~ll>Li.lle\ per scco11ci. 

Dissimilar Frame Buffers 
To complete thc requirements o f  o u r  iniplcrncnr,ltio11, 
I\-c nceclcd t o  s l i~i-c  graphics information across dis- 
simil.11- Il;l~-d\\-arc, i.e., machincs \\.it11 dif'fircnt graphic 
fi-n~nc buffer depths. l T h c  fi-,iliic buffer depth refcn t o  
rhc .ilnounr ol' s torasc t h e  g~.aphics ac13ptc1- gi\ cs t o  
c .~ch ilisl~l.l!~c~l pisel o n  the sc1.cci1. X 16-bit-dccp dis- 
pla!. ~ m i g n s  cacli pixel a 1 (>-hit \,slue t o  I-cprcsclit the 
pisel. Tlii ~.cl~l.cscnt,~tion is ~ I S L I ~ I I ! ~  the  colol  info~.ni,~- 
tioii ti)r the pisel, i.e., \ \ , l i , ~ r  color tlie i ~ s c r  sccs for ,I 
g i \ en  PI\-cl.YThc t'-,lrnr b~lfti.1. cicpths arc J ncccssar!, 
~.c.ilit\, silizc ci~ft'e~.elit 31-,ipliics &\.ices Iia\.c \\.idcl!t 
\,.Ir!,lns \ z ~ - c c ~ i  d e p t h ,  1-angi11g from 4 planes ( 4  bits 
per pi lc l)  t o  32 planes (32  bits per pisel).  T!,picall!: 
l i ~ ~ l i c ~ .  c~ici graphics dc\,iccs Iia\,c Iiighcr-dcptli g~..lpli- 
izs oi l t l>i~t \ ,  cspccially ti)r 3-1) g~.aphics, and the lo\\zcr- 
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Figure 4 
Screen Gprurc of thc Windotvs Sharcd llcsktop Client Shari~lg Pro/ENGINEER\\.ith a UNIX Sh.1rcd llcsktop S c ~ w r  

depth displn!vs are ~rsually found 011 less-capable, 2-11 
graphics pl'~tforrns. Most laptop compi~ters ha \ r  lo\\' 
bit depth (8 to 16)  displays and n o  3-11 capabilities. 
Cornmodit)/ PCs also typically have 8- or  16-plane 
depths. Graphics de\~iccs that support 3-13 graphics 
provide deeper display types such as 24-bit or 32-bit. 
Some devices support a mis of several or  all the bit 
depths listed in the niatris (below) either concurrently 
or  for the entire screen at one time. 

We defined a matris ofscreen deptlis and proceeded 
to f i l l  in the \farious combinations so that the applica- 
tion \vould \\pork effectively across different platfor~lls 
and grapliics liard\\,are capabilities. The matrix enables 
computcrs without 3-11 capability to display the o ~ l t -  
pirt f-i-om 3-1)-capable gr,lpl~ics devices. Tlie niatris of 
screen-depth cornbi~~ations follo\vs. 

Output 
Bitmap 
Depth 

Input Screen or Visual Type Depth 
4 8 12 15 16 24 32 

rnd rnd d d 
m x r n d  d d d d 
n n n n n n  
m e m e  x d d d 
m e m e  e x d d 
r n e r n e  e e x d 

The ~11atl.i~ slio\\~s input scrccn or \,isu,il t!yc depth 
across the top row and delincatcs o u t p ~ ~ t  bitmap depth 
on the lefi column. 13itniap depths of 4 , 8 ,  15, 16,24,  
and 32 are tiscd in Windo\vs systems, and depths of 4, 
8, 12,24,  and 32 are used in X11. The .r in thc matrix 
r eq~~i res  no son\.ersion and  is c ~ ~ p t ~ ~ r e d  J I ~ C ~  displa!~ed 
Ivithout tl.1~ need for additional con\,crsioll. The c 
sho\\s bitniap depths that can be espandcd to the out- 
put forlliat by using a colormap or  by shifiing pixels 
into the correct format. Tlie c l  slio\\~s that information 
I ~ L I S ~  be clitllcred to match thc output, 1)itlicring can 
result in a minin~al loss of inhrmation, but \\.c ha\.c 
dc\,eloped a \.cry good and cfticient method of doing 
this con\lersion. The n7 (mix mode) marlts those \risual 
types on X 1  1 that can exist on the scrccn \\lhen the 
root depth is 24  or 32; i.c., an S-bit \\.indo\\, can be 
present on  a 24-bit display. The mix mode rccli~ires a 
different interpretation of the 24-bit pixels prior to 
compression and transmission. Since n o  12-bit output 
displays exist, 17 ~narlts inapplicable transfor1natio17s. 
Alternate formats of 24  piwls ( 3  bytes per pixel and 
blue/green/red [BGR] triples) are supported as \\,ell 
as 8-bit pscudocolor and 8-bit true color. 

Sample Uses 

Like other collaboration soh\,are, the Sharcd llesktop 
application can be used in reniote sitl~ntions to help 
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people communicate and share data. These uses include 
telecommuting, debugging/support, and e d u c ~ t i o n .  

Telecommuting 
O n e  feature \\re built into Shared Deslttop is tlie '~bility 
t o  originate a sharing session from a rclnote location. 
O u r  intent  was to allo\\, a n  indi\.idual t o  \\lark outside 
the  office environment o n  a home PC o r  a laptop con]- 
putcr. 111 the t e l e c o m n l ~ ~ t i n g  scenario, a \\.orksration 
with high-end graphics functions anci applications 
located in the  ofice would call back the homc ~rser's 
lo\\,-elid system and present tlie uscr \\.it11 his \\sork 
environment. For  example, consicier a user o f  1'TC's 
Pro/ENGINEER \\rho is  orkin king o n  a 3-D assembly 
\\.it11 a 100-MB databasc and must niakc a c h , l ~ ~ g e  t o  
tlie part f rom home.  Prior t o  the  Shared I lcsktop 
application, tlie only options \Yere either t o  mimic tlie 
\\ ,o~-k en\rironrnent a t  h o m e  o r  drive t o  the o f f c c  t o  
make the  change. T o  lliirnic a work en \ i ronmcnt ,  the  
equipment  a t  home  nus st suppor t  Pro/ENGINF.ER 
sofi-\\m-c and niight 1.cc1uire 3-11 harci\\,are. I n  ,~ddi -  
tion, tlie user ~\ tould have t o  retrieve a recent version o f  
the 100-A/lB database over the  tcleplionc lines, \\,hicli 
\vould takc man!? hours  t o  copy. With the Shared 
Desktop application, tlie uscr can access tlie 100-ill3 
part using tlie lo\\l-elld compiltcr over standard tele- 
phone lines. T h e  changes t o  tlic asscmbl!~ then occur 
o n  the system and t o  the large database at  the office. 

Remote Debugging/Support 
Another  use OF the Shared Desktop a p p l i c a t i o ~ ~  is for 
customer support  o r  remote debugging. Collsider tlie 
user o f  a 3 - D  design application \\she disco\,crs a b u g  
in a ne\v version o f  the soft\v,lre. A complex modcl 
ofien causes a b u g  that  requires s o h . a r e  suppor t  t o  
obtain the  database to re-create the pl-oblern. Using 
Shared Desltrop, a user could s h o ~ ~  a support  rcpre- 
sentati\,e the problem 011 the  r-un~ling application, as 
opposed t o  fili~.lg a problem report.  

Off-site Training 
A remote training scenario pro\rides a f nal example o f  
collaboration using computers. Tlie Sl1.11-cd 1)csktop 
application hcilitates rcmote tr'lining by connect ing 
studelits in a sharing session. Each student's desktop 
displays a Icsson composed OF tlie course m'ltcrial 
ilistallcd o n  thc i ~ l s t r ~ ~ c t o r ' s  desktop. S t ~ ~ c l c n t s  interact 
with the teacher by audio, mouse, and  keyboard 
actions o n  objects in tlie screen \ie\\ ,port.  111 cssence, 
the teacher ~ 1 s t ~  the s y ~ c h r o n i z c d  c~~rsor -s  t o  highlight 
o r  point t o  objects o n  the screen. 

Conclusion and Future Directions 

T h e  Shared Ilesktop collaboration soh \ .a re  employs 
a simple user interhcc that ernpliasizcs ease o f  3-D 
application sharing and audio confcrencing. Compared 

t o  ilpplication sharing based o n  a protocol splitter, the 
Shared Desl<top application offers easier interoper- 
ability and better latency during 3-D operations. With 
a protocol splitter approach, it is difficult t o  decide 
\\iliich, if any, graphics events t o  d r o p  \\!hen nct\vork 
jitter o r  ~lct \ \ ,ork bandnki th  delays occur. O u r  
approach is synchronized t o  tlie last screen capture. 
Whcn tlie nehvol-k is no longer congestcd, the current 
screen captilrc can bc sent,  thus minimizing tlie per- 
cei\.cd effect o f t h e  nenvork delay. Tl ie  only disadvan- 
tape t o  bitmap sharing is its requirement that tlie 
windo\\.ing system and  display driver impleinent a 
DlMA screen capture function and  n o t  progralnlned 
I/O. ll~\/W screen capture requests Iia\le a miliimal 
load o n  tlie \\,indo\ving system. 

\Vc are planning a number  o f  improvements to the 
ad\ranced dc\~eloprnent  \ ~ e ~ - s i o ~ i  o f  Shared l lesktop.  
In  o u r  initial \\zork, \\!c made n o  changes t o  the  \\.in- 
dowing  systems. Ideally, t h e  product  version nlight 
have a mechanism that  notities an application \vhen . . 

and \\diere another  application has made  changes to 
the  screen. With thc  added ability to capture only 
those  rea as o f  the screen that lia\re changed since the 
last notification, the \\,indo\\,ing systeni could perform 
the f rst n v o  steps in the capture process. 

Although tlie comprcssion scheme \\,e implemented 
\\~orks h r  most cases, some grapliics may no t  compress 
\\fell using tlie combination o f  11L.E and LZ77. Instead, 
content-spccifc coniprcssion o r  adapri\,c compression 
techniques might be better 'ipplied. This is an area o f  
study hope to pursue. 

T h c  cur ren t  grapl~ical uscr interface ( G U I )  lacks 
s o m e  confe~.cncing frat i~rcs .  T h e  p r o d l ~ c t  version will 
be packaged \vitli o ther  applications t o  provide video, 
c h ~ t ,  \ \ ,hitebonrd, filc transfer, and user locator/ 
di~.ectory sel.\lices. 

Finall!; thc sharing model imple~nented  for t h e  
S1i;lrcd Desktop application is easily ported to o ther  
s!lstcms. T h u s  the application could be available for 
\\,idcspread i ~ s c .  
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I 
David C. I?. LaFrance-Linden 

Challenges in Designing 
an HPF Debugger 

High Performance Fortran (HPF) provides 
directive-based data-parallel extensions to 
Fortran 90. To achieve parallelism, DIGITAL'S HPF 
compiler transforms a user's program to run as 
several intercommunicating processes. The ulti- 
mate goal of an HPF debugger is to present the 
user with a single source-level view of the pro- 
gram at the control flow and data levels. Since 
pieces of the program are running in several dif- 
ferent processes, the task is to reconstruct the 
single control and data views. This paper pre- 
sents several of the challenges involved and 
how an experimental debugging technology, 
code-named Aardvark, successfully addresses 
many of them. 

As 1j.c leal-11 bcttcr \\..~!,s t o  express o u r  thoughts  in  the 
form of 'computc~- programs and to take bcttcr advan- 
taac o f  h~rd \ \ . ;~ rc  I -cso~~rccs ,  \\.c incorporate tllcsc ide,~s 
a~icl p:~~-.ldigms into tlic progl-amming I~ngunges  \\-e 
LISC. t ' o ~ . t ~ . ~ ~ i  9U1.' pro\.idcs mcclianisrns t o  operate 
dirccrl!, o n  d r r a ~ ~ s ,  c.g., A = 2 * A  t o  double tach clement 
o f  A i ~ ~ d c p c l ~ d c l l t  o f  ~-'inli, r.ltllcl- th.ln requiring the 
pl-ogl-,l~nn~cr t o  opcrntc 011 iniii\.idual elcmcnts \\.ithin 
ncstcd D O  loops. Man!. o f  these mcchaliisms ,Ire n a t w  
rally data pnrallcl. High  Pel-formancc Fortrali (HPE')',' 
extends Fortran YO \\,it11 data distribution dirccti\.es to 
ElciIit.ltc c o n ~ p ~ ~ t d t i o ~ i s  d o n c  in p,lr,lllcl. Dcbuggcrs, in 
~ L I J - n ,  ~lccrl t o  be cnllnnced t o  Ikccp pace \\.it11 nc\\. fcn- 
turcs of ' thc I a ~ ~ g ~ ~ n g c s .  T h e  t i ~ ~ l d . ~ n ~ c ~ ~ t ~ l  user rcquirc- 
ment ,  Iio\\~c\ler, rcmnins thc s~ lmc:  Present the control 
flo\\ .oftlic progmni :111ci its c l ,~ t ,~  in terms of  the originnl 
soLll.ec, indcpcndrnt  o f  \\.lint the c o ~ i ~ p i l c r  lias done  o r  
\\.h.lt is happening in the run-timc support.  Since HPF 
co111pilc1-s automatically d i s t r i b ~ ~ t c  data and computa- 
tion, thcrcb!? \\idelling the gap bcn\,cen actual cxccu- 
tion and  o r i ~ i n a l  source, mccting this r c q ~ ~ i r c ~ n c n t  is 
both more iniporrant 2nd more ciit'fic~llt. 

7'171s 1 ~ 1 x r  describes se\,eral o f  the challenges HPF 
c~.c,ltcs ti)r ,I dcbuggc~.  nnd h o \ \  'In cxperirnc~inl dcbug- 
ping technolog.,  i~ltcrnall!. codc-11,lrned A,i~.d\~nrk, suc- 
ccssf~~ll! .liidrc.\scs many o f  them using tcch~iirlucs that 
ha\-c .ll>plic~bilin~ beyond HPF. For cxamplc, program- 
ming p.~r.lcligms common t o  explicit nicssagc-passing 
s\,stems such as tllc h*lcssage P,lssing IntcrElcc (MPI)'  - 
cnn bcnctit ti-om Aul.d\.;irkls mcthods. 

' l h c  HI'F c o m p i l c ~  2nd rlln time uscd is LIIGITAL's 
Hl'F compilcr ,V\ , l~icl l  produces an exccutnble that 
usc5 the 1.~1n-timc support  o f  l)IGITAl,'s Parallel 
Soft\\ .)IT En\<il-onmcnt." L)IC;I'I'AI.'s HPF compilcr 
tr-,l~isfi)~-ms a propr.lni t o  run as sc\cral intercommuni- 
cating proccsscs. 'The filndamcntnl requirement, then, 
is to p\rc the nppcnrancc o f  a single control t l o \ \ r  and a 
s i~iglc  clrlt.1 space, c\.cn though  there arc s c \ , c ~ l l  ilidi- 
\-idu.ll control tlo\\,s and the data h,ls been distributcd. 
In  the p,lpcsr, I introd~lcc the concept o f  logical cntities 
2nd silo\\, lie\\: tlic\l nddress many o f  the control tlo\\, 
c h , l l l c l ~ ~ c s ,  A ciisc~lssion o f  .I I-icli and  tlcsible data 
model th.1t cnsil!. l i n ~ ~ d l c s  distributcd data follo\\.s. I 
then poilit o u t  difticultics in1poscil o n  L I S ~ I -  intcrfnces, 
cspcci;llly \\.lien the program is n o t  in a coniplctely 
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consistent state, and indicate ho\\~ they c.ln be over- 
come. Sections on  related \\,ark and tlic '~pplicability of 
logical cntities to other arcas concludc thc paper. 

Logical Entities 

From the prograrnmcr's pcrspcctive, an HPF program 
is a singlc process/thrcad \\,it11 a singlc control flo\\l 
represented by a singlc call stack consisting of singlc 
stack frames. A debuggcr should strive to present the 
program in tcrms of thcsc single cntitics. A key 
cnabling conccpt in thc Aard\.ark debuggcr is the dcfi- 
nition oflogical entities in addition to  traditional phys- 
ical entitics. Generally, a locyical el7titlV collects se\,eral 
physical cntitics into a single cntin.  ~\/Ian!r parts of 
Aardvark arc una\17are of whether or  not an cntity is 
logical or  physical, and a debugger's user intcrface uses 
logical cntitics to present program state. 

A pl7~)sict// enti()> is soniething that cxists sorne- 
\\,liere outside the debugger. A physic,il proccss exists 
\\.itliin the opcl-,iting s!.stem dnd has mcmor!, that can 
be read ;lnd \vritten. A pli!sical thread has registers 
and (tlil-ougli registers and process mcmory) a call 
stack. A physic~l stack frame has a program counter, a 
caller s ~ i c k  frame, and a c~ l l ce  stack frame. Each of 
thcsc Iias a representation \\,ithin the d c b ~ ~ g g e r ,  but 
the actual cnt ih  exists outsidc the debugger. 

A logical entity is an ~lhstr,lction that csists ulitllin tllc 
dcbuggcr. Logical cntitics generall!. group togetllcr 
sc\rcral related ph!rsical cntitics and syntlicsizc a singlc 
belia\ior h.o~ii them. I n  <:++ terms, n proccss is an 
abstract base class; physical 2nd logical processes are 
derived cl.lsscs. A logical proccss contains '1s data rneni- 
bers a sct of other (prob.ibly physical) processes. The 
methods of a logical proccss, e.g., to set ,I breakpoint, 
bring about the desired operations  sing logical algo- 
rithms rather than physic.11 ~lgorit l i~iis .  ?The logical 
nlgorithms oficn work by invoking the same operation 
on thc physical cntities and constructing a logical entity 
from the physical picccs. This i~nplics that some opera- 
tions o n  physical entitics can be donc in isolation from 
thcir logical containers. A~rdvark rnakcs a stronger 
statement: Physical entitics are the building blocks for 
logical cntitics and arc first-class objects in their o \v~i  
right. This allows physical cntities to be i~scd for tradi- 
tional debugging ivithout any additio~ial structure."' 

A positi\,c consequence of this object-oricnted design 
is that a usel- interhce ccan okcn be unaware of the pl~ysi- 
cal or  logical nature of tlic cntities it is managing. For 
exm~ple, it cnn set a brckpoint UI a proccss or na\ '1 'g atc 3 

thread's stack by calling \,irtual rnethods dcclared on  thc 
base classcs. 

Sonlc i~ltcrcsting design questions arise: What is a 
process? What is a thrcad? What is a stack kame? What 
operations arc cspcctcd to \\,orli on all kinds of processcs 
but actu.tll!, only ~\rork on pli!~sical proccsses? Experience 
to date is i ~ i c ~ ~ i c I i ~ s i \ ~ e .  Anrd\.ark currentl!, defines tllc 

base clnsscs and methods for logical cntitics to includc 
many tliings that are probabl!l specific to pli!~sicnl enti- 
ties. This design \\!as donc lnrgcl!l for con\lenicnce. 

Sorneti~l~cs n logical c~itity is little more than a con- 
tainer of pli!~sical entities. A logical stacli frame for 
threads that are in unrclatcd fi~~lctions simply collccts 
the unrclatcd physical stack fra~iies. Nc\lcrtliclcss, logi- 
cal stack frames provide a consistcnt mcchanism for 
collecting physical stack framcs, and variants of logical 
stack franlcs can discrimin;itc ho\\- coordinated the 
physical thrcads are. The concept of logical entities 
does not apply to  all cases, though. Variables lia\le val- 
ues, and tlicrc does not seem to be anything logical or  
physical about \.slues. Yet, if a rcplicatcd \rariablc's val- 
ues on  diffcrcnt processors arc diffcrcnt, tlicre is n o  
single valuc and some niechanism is ncedcd. Rather 
than dcfinc logical values, Aardvark pro\~ides a differ- 
ing valucs mcchanisrn, \\rliich is discussed in a Inter sec- 
tion of the same name. 

Controlling a n  HPF Process 

Users \vant to bc able to start and stop HI'F programs, 
set breakpoints, and singlc step. From 3 user interface 
and thc highcr Ie\~els of i\nrd\.nrk, thcsc t.lsks are sim- 
ple to 3cco~nplish-ask tlic process or thrc,ld, \\rl~ich 
h a p p e ~ ~ s  to bc logical, to perform the operation. 
Witlun tlic logical proccss or thread, Iio\\,cver, the 
complexity \caries, depe~iding on the opcrntio~l. 

Starting and Stopping 
Starting anti stopping a logical thrcad is straightfor- 
\\lard: Start or stop each component ptiysic,ll tl~read. 
Some race conditions require care in coding, tliougli. 
For esaniplc, starting a logical th.rcad thcol-ctic~ll!' sta-ts 
all the corresponding ph!,sical threads si~nult,lncousl!~. 
In  practicc, Aard\lul< serializes thc pli!~sical threads. In 
Figure 1, when all the pli!lsical thrcads stop, tlic logical 
thread is dcclnrcd to be stopped. Aardvark the11 starts 
the logical thrcad at t i~nc  "+" 2nd procccds to stnrt each 
physical thrcad. Supposc thc first physical tlirc~d ( t l l re~d 
0 )  stops immcdiatcly, at tinic "*." It might appear that 
the logical thread is no\\/ stoppcd because cacli physical 
thread is stopped. This sccnario does not take into 
account that the other physical threads lha\.e not yet 
been startcd. Timestamping execution state transitions, 
i.e., ordering the events as obscrved by Aard\.ark, \\forks 
\\lell; a logical thread becomcs stopped only \\;lien all its 
physical thrcads have stoppcd aker the rinic that the 
logical thrcad u r s  startcd. An added con ip lcx i~  is t in t  
some rcasolis for stopping a physical tl~rcad slioi~ld stop 
the other physical threads and the logical thrcad. In this 
case, pending starts should be c.incelled. 

Breakpoints 
Setting a breakpoint in a logical proccss scts n break- 
point in each physical proccss and collects thc pllysical 
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EXECUTION STATES: 

LOGICAL RUNNING -\ 

PHYSICAL RUNNING 

STOPPED -1 -3-2-0-L- L-0-0-1-2-3- 213-L- 
+ * 

TIME 
KEY. 
+ LOGICALTHREAD L STARTS. 
* PHYSICAL THREAD 0 STOPPED. 

Figure 1 
I)crel.rn~ning \\'licll a L.ogicnl 'l'lircxi Sropc 

breakpoint representations into a logical brcnlipoint. 
For Hl'F, any action o r  conditional expression is 
associated \\.it11 the logical breakpoint, n o t  \\.it11 tlic 
pliysic,~l brcakpoi~lts.  (:onsidcr the expression 
A R R A Y  ( 3 . 4 )  . L T .  5 .  Even iftlic clcmcnt is stored in 
old!, o n e  proccss, thc cntil-c HPF process needs t o  s top 
hcforc the  esprcssion is e\,nluatcd; otlicr\visc, rhcrc is 
tlie potential for incorrcct data t o  be rc.id or- for 
processes to continue running \\,lien tlic!. should no t .  
This rcill~ires each ph\rsical proccss t o  rc,lch its pl~\,sical 
breakpoint before the elpression c'ln be c\..iluatcd. 
O n c e  c\~aluntcd, thc proccss reniains stoppcd 01- con-  
tinues, depending o n  the result. For HPF, .I brcnk 
point in a logical proccss implies a global barrier of  tlic 
pli!.sic,~l processes. 

Recognizing ancl processing ;I thrcnd rcnclii~lg n 
logical breakpoint is somc\\,h.lt in\.ol\-cd . A;~rd\.ark's 
general mechanism h)r brcakpoint dercl-minntion is t o  
ask the tllread's operating systcm modcl if tlic initial 
s top l-cnson could be a brcakpoint. If this is tllc casc, 
tlie operating system modcl proirides a solnp;lrison key 
t i ~ r  f i~r thcr  proccssing. 

For  physical DIGITAL UNIX threads, a s I G T R A P 

signal could be a breakpoint, \\.it11 tlic comp,lrison kc! 
being tlie program counter  address o f  the potcntinl 
brealcpojnt instruction. This  c o r n p ~ ~ r i s o l ~  kc!' is the11 
~ ~ s e d  t o  scare11 the brcnkpoints insralled In the ~~ll!~sicnl 
process t o  determine \rliich ( i f  an\.) hl-cakpoint \\.as 

rcachcd. I f a  brcnlipoint \.i,.~s rcaclicd, tllc s top rcnsoli is 
updated t o  be "stoppcd a t  brcakpoint." All this physi- 
cal processirlg happens before the logical ~i lgori thms 
Iiave a charice t o  notice t l i ~ t  tlic pli!fsis,~l thread has 
s toppcd.  Thcrcforc, hy  the time Aardvark dctcrrliincs 
that  a logical thread has stopped, ;uiy pliysic31 threads 
that  arc stoppcd a t  n brcakpoirit have h.ld their s top 
reasons updated. 

For ,I logic:ll thrcnd, the initial (logic.ll) s top I.casoli 
could he n brcakpoint if e'1c11 o f  thc pIi\ ,s~c,~l threads 15 

stoppcd a t  a breakpoint, 11s sho \ \ '~ i  in Figure 2. T h e  
co~npar i son  kc!, in this c;ise is thc logical s top reas011 
itself. T h e  brcnkpoints o f  tlic component  s top rcr~sons 
are then ccimpnred to the cor1ipollcnt h~.cakpoints o f  
the installed logical brcalipoiuts t o  dctcrrninc iFa logi- 
cal brc,tkpoint \\,as rcnchcd. If rlicrc is n m,itcli, tlic 
logical thread's s top  rcason is updatcd. 

Aard\.ark ncliie\.cs the flcxibilip* of \vastly different 
n p c s  o f  conipnrison keys (machinc addresses and logi- 
cal s top rcasons) by Ila\ving tlie comparison ke!, F1pe be 
thc most basic Aard\,ark basc class, \\.Iiich is the cqui\,- 
;dent o f  Ja\zn's o b j e c t class, anti by using run-ti111c 
n p i n s  as neccssar!.. 

Single Stepping 
Single stcpping a logical thread is accomplislicd Ly 
single stepping the pli\~sicnl thre,lds. I t  is not  sufficient 
to single s tcp the first thread, \\.nit for it to stop, and 
then proceed \\,ith the  otlicr threads. IF the  program 
s t a t r ~ n c ~ l t  rccll~ires c o n i n i ~ ~ n i c a t i o n ,  then  the  cntirc 
HPF prograni ticcds to be running  t o  bring about  the 
c o r n m ~ ~ n i c a t i o ~ ~ .  l'liis i~npl ics  t h ~ t  s i~lglc  stepping is a 
t \ \ 'o-part process-initiate ;ind \\,,iit-a~~d that  tlic ini- 
tintion mcchnnism must  be pdrt o f t h e  csposcd inter- 
Eicc o f  rlircads. 

As hnckground, running a tl.lread i l l  Aard\.ark 
j ~ i \ ~ o l \ ~ c s  continuing the thrcncl \\,it11 a , . / / I /  ~ ~ c w s o ~ ~ .  Thc 

INITIAL LOGICAL STOP REASON ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ $ ~ ~ T S  

STOPPED AT COLLECTION 
PO: STOPPED AT 
P I :  STOPPED AT 
P2: STOPPED AT 

$. 
PROCESSED STOP REASON 

LOGICAL 
PROCESS' 
LOGICAL 
BREAKPOINTS 

Figure 2 
1.ogic;ll I{rcakpoint 1)crcrminntion 
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run rcason is empo\\w-ed to take tlie actions (c.g., ser- 
ring or enabling temporary breakpoints) necessary to 
carry out its task. In tliis paper, tlie \\.ord ei~r/~ol.c'ered 
means that tlie reason has a method that \\,ill be called 
to  d o  reason-specific actiorls to accomplish tlie rea- 
son's semantics. This relieves user interfaces and other 
clients from figuring O L I ~  hour to accomplish tasks. As a 
result, Aardvark defines a "get single-stepping run rea- 
son" method for threads. Clients use the resulting run 
reason to c o n t i ~ i ~ ~ e  tlic thread, thereby initiating the 
single-step operation. 

Therehre,  single steppjng a logical thread in 
Aardvarlc in\fol\!es calling the ( logical) thread's "get 
single-stepping run rcason" niethod, c o n t i ~ i ~ ~ i n g  the 
thread \\it11 the result, and \\~aiting for the tliread to  
stop, Tlie "get single-stepping run reason" method for 
a logical thread in turn calls tlie "get single-stepping 
run reason" method of  the component (physical) 
threads and collects the (physical) results into a logical 
single-stepping run reason. CVhe~i invoked, the logical 
reasoll continues each physical tliread with its corre- 
sponding physical rcason. 

Single stepping dramatically demonstrl~tes the 
autonolii!, of tlie pliysical entities. When continuing 
a (logical) thread \\lit11 a (logical) single-stepping run 
reason, the physical threads can start, stop, and be 
continued asynchronously to  each other arid \\lithout 
an\, inter\'ention from a user interface, the logical enti- 
ties, or  other clients. This is especially true if the thread 
\\!as stopped at a breakpoint. In this case, continuing 
a physical thrcad involves replacing the original 
instruction, n iachi~~e single stepping, putting back the 
breakpoint instruction, and then continuing \\it11 the 
original run reason. Empo\\tering run reasons (and 
stop reasons) to effect the necessary state tra~isitions 
enables physical entities to be autonomous, thus 
relie\.ing the logical algorithms from enormous poten- 
tial complexity 

Coordinating Physical Entities 
Tlie previous discussion describes some logical algo- 
rithms. Tlie section "Starting and Stopping" describes 
using timestanips to deterniinc \\/lien a logical thread 
beco~iies stopped (see Figure l ) ,  and the section 
"Breakpoints" clescribes a logical thread possibly 
reaching a breakpoint (see F i g ~ ~ r c  2) .  Tlie pli!lsical 
entitics need to be coordinated so  that tlie logical 
algorith~ns can be run. In Aardvark, this is done with a 
procc).\..s ch~~n,yc h~1rlcllc.r: A process change handler is a 
set ofcallb'~cks that a client registers with s process and 
its tlircads, allo\\li~lg tlie client to be notified of state 
changcs. For example, ifa user interface is ~iotiti ed that 
a thread lias stopped and that thc reason is a UNIX' 
signal, the user interface can look up the siglial in a 
table to determine if it should continue the tliread 
(possibly discarding the a c t ~ ~ a l  signal) or  if it should 
keep the tliread stoppcd. 

In the contest of HPF, a user interbce registers its 
process change handler \\,ith the logical HPF process. 
During construction o f  the logical process, Aard\,arl< 
registers a pI?ysi~al-to-/o~yica/ piiocc~s.s cI7aixge htrrrcll~~r 
with the physical processes. It is this pli!lsical-to-logical 
handler that coordinates the physical entities. CVIicn tlie 
first physical tliread stops, as at tinie "*" in Fig-ure 1 ,  the 
Iiandler is notified but notices t11;it the timestanips d o  
not indicate that the logical thread SIIOLIICI be considered 
to have stopped. Whcn tlie last pIiysic,il diread stops, 
the handler then syntliesizes a "stopped at collcction" 
logical stop reason, as in Figure 2, and informs the 
(logical) thread tliat it lias stopped. 

Aardvark defines so~iic callbacks in process cliangc 
ha~idlers tliat are for HPF and other logical paradigms. 
These callbacks allo\\l a user interhcc to implement 
policies \\then a thread o r  process goes into an intcrme- 
diate statc. For example, at time "*" in F ~ ~ L I I - c  1 a 
pliysical thread lias stopped but the logical thread is 
not yet stopped. Wliene\,er a ph!1sic;il thread stops, the 
handler's "cornponelit tliread stopped" callback is 
invoked. A possible user interface policy is" 

If the component thread stoppcd for a iIus!)* rca- 
son, such as an drith~iietic error, try to stop ,111 tlie 
other component threads imnicdiately in order to 
minimize di\lergence among the physical entitics. 

If this is the first component thre~ci that stopped for 
a lliccl reason, S L I C ~  as reachi~lg a brcakpoint, st'11.t a 
timer to \\lait for the other component thrcads to 
stop. If tlie timer gocs off before all the other com- 
ponent threads lia\le stopped, try to stop tlirni 
because it looks like the!, are not  going to stop on 
their o\\.n. 

If tliis is the last component thrcad, c a u l  any tjmcrs. 

The user interface can pro\.ide the Incans for tlic user 
to define tlie timer inter\.al, as \\.ell as other attributes 
of policies. These policies and their control niccha- 
nisms are not the responsibilit)! of the debug engi~ie.  

Examining an HPF Call Stack 

Wlien an HI'F program stops, the user wants to see a 
call stack tliat appears to be a single tliread of control. 
Sometimes this is not possible, but even in diose cases, a 
debuggcr can offer a fair amount ofassistance. Thc HPF 
language provides some mechanisnis that also nccci to 
beconsidered.The EXTRINSIC(HPF-LOCAL) proce- 
dure typc allo\vs procedures \\lritten in Fortran 90 to 
operate on tlie local portion of distributed dat'i. This 
type is uschl for computational kernels that cannot be 
expressed in a data-parallel fashion and d o  not require 
communication. Tlie E X T  R I N S I C ( H P F-S E R I A  L ) 

procedure type allo\\,s data to be mapped to a single 
process that runs the procedure. This type is usefill for 
calling inherently serial code, including user interFaces, 
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\\lliich may not  be \vritten i l l  Fortran. I)IC;ITAL1s H I'F 
co~iipiler also supports  l ~ ~ , i ~ i i ~ i r i g .  \\,Iiich allo\\,s scrial 
codc t o  call parnllel HPF code. All tlicsc ~neclianisms 
affect the call stack o r  ho\\ 3 user nnvi~; l tcs  the call 
stack. They  rccluire ~lnderlying support  from tlic 
debugger as \\,ell as user intcrfilcc s.uppo~.t. 

Logical Stack Frames 
Aardvark's logical entity model applies to stack frames: 
logical stack f i ~ i i e s  collect sc\,cral physical stack frames 
nntf present a s!*nthesizcd \-ie\v o f  the (logical) call 
stnck. Currentl!: Aard\,arli cietines ~ O L I J .  t ! .~~cs o f  logic,~l 
stack frariies t o  represent different sccnal.ios t1i;lt ciln 
be encountered: 

1.  Scalar, in \\~Iiich onl!. o n e  pli!*sical t l~ rcad  is scmanti- 
c~ll!. acti\rc 

2. Svnchronizcd, in \vIiich all the thrc,lds are at  the 
same placc in tlie same f11ictio11 

3.  Unsynchronized, in \\.Iiicli all the tlirc:lds are in the 
snme filnction bu t  a t  diffcrc~i t  places 

4. Multi, in \\/liicll n o  discernible relationship exists 
benjreen tlie corresponciing pli!,sical tlircads 

A.ird\-ark's task is t o  disco\.er tlie propel- ,~ l ignmcnt  
o f  the  ph!lsical frames o f  the  pli!.sical t I i ~ - e ~ d s ,  detcr- 
mine which \,xiant o f  logicnl fi-ame to i ~ s c  in each c:lsc, 
and link tlieln together into .I call stack. Idc,~ll\; all log- 
ical fiames '11.c s!.nclironi~cd, \\.hicli mcLlns tlint tlic 
program is in a \\*ell-dcfi ncA state. This  is true most o f  
tlie time \\lit11 Hl'F; the Sin$ Program l\/lultiplt: 1)at.l 
(SPMD) nature o f  HPF causcs all chi-ends t o  n ~ a k c  t l ~ c  
snmc p r o c c d ~ ~ r c  calls from the s;uiic placc, ;u1d brcnk- 
points are barl.ic~.s causing the tlircads t o  s top 3t t l ~ c  
same place. 

Aardvarl<'s alignment process starts ; ~ t  t l ~ c  outer-  
most  stack frames o f  the  physical thrc.lds ( t h e  ones 
near the Fortran P R O G R A M  w i t )  and then progrcs- 
si\~el!l esamincs tlie callees (to\\'ard \\rlic~.c rlic progrnlll 
stopped). St .~r t ing from the innermost fr'lmes is all 
error-pronc approach. If tlic innermost fr'lnies n1.c in 
different flnctions, Aard\-ark might  construct a multi- 
frame when the frrunes ;ire . ~ c t ~ ~ a l l y  misaligncd becausc 
tlic physical stacks have diffcrcnt dcptlis. As discusseii 
ill tlie section o n  njrinnilig, de,pth is not  .I ~.clinblc 
alignment ~iiechanism cithcr. S ta r t i~ ig  a t  the outel.- 
most frames h)llo\\.s the temporal o rder  of calls and 
also correctly liandles recursive proccdurcs. T h e  dis- 
adva~ltage o f  starting a t  the outermost  f i a~nes  is t h ~ t  
cncli physic,ll thread's entire stack milst bc cietermincii 
before the logical stack can be constructed. U s u ~ l l ! ~  
tlic programmer only \rants the innennost  fc\\v frames, 
so time delays in the  construct iol~ process can reduce 
the case o f  use o f  the debugger.'? 

blucli o f  tlic time, the ph!,sical stack fi-,l~i~cs arc nt 
tlic same place beca~ise t l ~ c  SI'I\/Il) IintL1l.c of HI'F 
causes the  pli!lsical threads t o  have the same control 

flo\\,. Wlicn a proccclure is called, each tlircad executes 
thc cnll and executes it from the same placc. A logical 
brc~lkpoint  is reached \\,hen tlie physical threads are 
stol.qxxi a t  the sanie placc a t  the corresponding pliysi- 
~ ; I I  l ~ r c a k p o i ~ ~ t s .  These cases lead t o  s!lncllronized 
kames. Tlie   no st colnnioli cause o f  a11 uns\~ncl~ronized 
tkarnc is interrupting the progl-am during a computa- 
tion. F.\,cn in tliis case, the  di\.e~-scnce is usually n o t  \7er!l 
Iarsc. O n e  reason fi)r a m ~ ~ l t i f r a ~ n c  is the interruption o f  
the ~ r o g r x n  \\.liilc it is communicating dat.1 benveen 
proccsscs. In tliis case, the codc paths can easily di\.ergc, 
d c l x ~ i d i n g  on \\.liicli threads nrc sending, \\di~cJi arc 
rccci\,ing, and lio\\, rnl~cll dat.1 needs t o  bc mo\led. 
Scnlar hames arc created becausc o f t h e  semantic flo\\r o f  
thc ~ r o g r a n i :  :lie 1il.li11 progl-;lm 1113it is written in either 
a scrial l a n g u ~ g e  o r  an HI'F procedure called an 
E X  T R I N s I c ( H P F-s E R I A L ) p~.ocedure y p c .  

T h e  result o f  tlic alignment .~lgorithrn is a set o f  
f i a~ncs  collected into a call stack. T h e  normal naviga- 
tion o p u x i o n s  (c .g. ,  up  and do\v11) apply. Vciriable 
lookup a n d  esprcssion c\.aluation n-ork as cspected, 
also. V'11.inble lookup \\forlts hest for s)lnclironized 
fi.anics and,  fix HPF, \ \~orks for ~ ~ ~ ~ s \ ~ n c h r o n i / . c d  franies 
as \\.ell. For rnultiframes, \rari:iblc lookup gcncrally f'lils 
bccausc a variable name V A  R may rcsol\.e t o  ciiltcrent 
prograni \-ariablcs in tlie con-csponding pli!lsical 
frames o r  ma!, no t  r c s o l ~ ~ e  t o  anything a t  all in some 
fi.,~nlcs. 'rliis fiilul-c is n o t  beca~lsc ot'a lack o f  i n h r m a -  
tion fi.om tlic c o m p i l c ~  but  ~.athcr b e c a ~ ~ s c  n i ~ ~ l t ~ f r a n ~ c s  
arc genernlly no t  a context in \\.liicli a string V A R  has a 
\\,ell-dcti ncd semantic. 

Espcricnce t o  dntc s~iggcsts  that  m ~ ~ l t i f r a m c s  are o f  
intcl.cst I,l~.gel\. to  the people clc\,eloping tlic run-t ime 
s ~ ~ p p o r t  for d ~ t ~   notion. Nc\ ,e~. t l~eless ,  the point of 
transition from synclironized to ~ ~ n s y ~ i c l i r o n i z e d  t o  
multi tells tlie user \\,here control tlo\\rs diverged, and  
this ilifor~lldtio~i can be \.cry \.aluable. 

Narrowing Focus 
Using the prcvio~~sly mentionecl tccluuques sometimes 
I-esults in a c l ~ ~ t t c r c d  \,ie\\r o f  the statc o f  the entire pro- 
grain and difficulty in finding ~.cle\ant  ink)^-marion. 

Aard\,.~rk pro\idcs n\*o \\lays t o  Ilclp. T h e  first aid is a 
P,oolc;u~,/bcri.s mask tliat selects %I subset of  tlic processes 
,lnd tllcn re-:ipplics tlic logic31 algor-ithms, For properl!, 
chosen su bscts, tliis can nlrn a st:lcl< m c e  \\it11 man!, niul- 
rificuiics into a st:~ck trace \\-it11 synchronized hanies. 
A nan-o\vcd focus can also Iool< bcliind the scclies o f  t l ~ e  
n\.inning nleclianis~ii described in the nest pamgrapli. 
'J'lic scco~id aici is to  \.ie\\, a single pli!~sical process in 
isolation, cffecd\.cl!. turning off tlie parallel d c b ~ ~ g @ ~ i g  
algorithms. This tcclinique is llsefi~l for debugging 
E X T R I N S I C ( H P F ~ L O C A L ) ~ U I ~ E X T R I N S I C ( H P F ~ S E R I A L )  

proccdurcs. Tlie ability t o  ret1ici.e tlie physical processes 
fiom .I logicnl PI-occss is tlie n1.1jor item tliat enables \ie\\,- 
ing a l>rocess in isol,ltion; as ~iicntioncd before, pli!,sical 
cnritics arc first-class objects. 



Twinning 
l)IGITAL,'s HPF provides a f e a t ~ ~ r e  called twinning 

in \\iliich a scalar procedure can call a parallel HI'F 
procedure. This allo\\,s, for example, the mail1 pro- 
gram consisting of a user interface and associated 
gr,~phics to be \\/ritten in C anti ha\ce Fortran/HPF 
d o  the nu~iierical compi~tations. The feature is called 
t\\.inning because each Fortran procedure is con?- 
piled twice. The scn1~1rt~oir.1 is called from scalar code 
on 3 designated process. Its duties include instruct- 
ing t h e o t h e ~  processes to call the scalar nvin, distrib- 
uting its scalar arguments according to tlie HPF 
directi\les, calling tlic [{PF / ~ c ' i ~  from all processes, 
distributing the parallel data hack onto  the desig- 
nated process after the HPF nvin returns, and finally 
returning to  its caller. T h e  HPE' nvin is called on  all 
processes \\lit11 dist l- ib~~ted data and csecutes the 
user-supplied body of the procedure. 

At the run-time Ic\~cl, die program's entry point is 
normall!, called on a clesignatcd proccss (process 0 ) ,  
anti the otlier processes enter a dispatch loop \\)airing 
for instructions. Concepti~ally, such a program starts 
in scalar mode and at some point transitions into paral- 
lel mode. An HPF debugger should represent this 
transition. Aardvark accomplishes this by having 
kno\\,ledge of the HI'F nvinning mechanism. When it 
notices pli!~sical t l i rc~ds  entering the dispatcli loop, 
Aard\iark creates a sc.llar logical franie corresponding 
to tile ph!isicaI framc o n  process 0. I t  then proccsses 
proceclure calls on process 0 onl!: creating more scnlar 
kamcs, until it notices that the program transitions 
from scalar to parallel. This transition happens when 
all processes call the same (scalar t\vin) procedure: 
process 0 docs so as a result of rlormal procedure calls; 
processes other than 0 d o  so from their dispatch loops. 
At this point, a logical fiarne is constructed that will 
likcl!' be s!,nclironi~ed, anci tlie framc processing 
dcscribed prcviousl\~ applies. The result is the one 
desired: a scalar program transitions to a parallel one. 

I)IGITAl,'s HPF goes a step hr thcr :  it a l l ~ \ \ ~ s  
E X T R I N S I C C H P F - S E R I A L )  procedures tocall HPF 
code by means of the twinning mechanism. When an 
E X T R I N S I C ( H P F - S E R I A L )  procedure is callcd, 
processes other than 0 call the dispatch loop. When 
the scalar code 011 process 0 calls the scalar nvin, tlie 
other proccsses are in the necessary dispatch loop. 
A,~rd\,ark tracks these calls ill the same way as in the 
pre\lious paragraph, noticing that processes other thal.1 
0 have callcd the dispatch loop and e\.entually call a 
scalar h\.in. 

User Interface Implications 

User interf~ccs and other clients 1i2ust be I<eenly aware 
of the concept of logical frames and the different types 
of logical frames. Depending on the type of  franie, 
some operations, such as obtaining the f~nc t ion  name 

or  tlie line number, may not be valid. Nevertheless, a 
user interface can pro\fide useful information about 
the state of the program. Tlie program used for the 
follo\\ing discussion has a scrial user interface \\.ritten 
in C anci uses n\ii~lning to call a parallel HPFproccdure 
named H P  F-F I L L - I  N - D A T A  (see Figure 3).  Tlie 
HPF procedure ~ ~ s c s  a f ~nction named N A  td D E  L-v A  L 

as a non-data-parallel computational kernel. The pro- 
gram was run on  f ve processcs. (Twinning is a DIGITAL 
cstension. Most HPF programs are written entirel!. in 
Hl'F. This esamplc, \\rhich uses nvinning, \\,as chosen 
to demonstrate the broader problem.) 

Figure 4 sho\\ls thc program interrupted during 
computation. Line 2 of the figure contains a singlc 
function name, I A N D E L - V A L .  Line 3 contains thc 
function's source ti lc name but lists  ti\^ line numbers, 
implying that this is an unsynchronizcd Frame. In  fact, 
the user interface discovered that Xardvark created an 
unsynchronized logical fiarne. Instead of trying to get 
a single line nurnbcr, the user intcrf,~ce retrie\.cd the 
set of line numbers and presented them. In lines 4 
through 10, the user interhcc also presented the range 
of source lines encompassing the lines of all the com- 
ponent processes. This user interfiicc's u p  command 
(line 21 ) navigates to  the calling fra~iie. In this exam- 
ple, the frame is sy11ch1-onizcd, causing the user inter- 
fice to PI-'sent the fi~nction's source ti lc ~ ~ n d  single line 
number (line 26) ,  follo\\.cd by the single sou~.cc file 
line (line 27). 

Figure 5 s l~o \ \~s  a summary of the prog~.ani's call s t ~ c k  
\\,lien it \\,as interrupted during comput,ition. Tlic sum- 
mary is a mix of uns!lnchronized, synchronized, and 
scalar frames. Frame #O (line 2 )  is unsynchro~~izcd, and 
the various line numbers are presented. Its caller, frame 
#1 (line 3), is s)~nclironiz.ed \\fit11 a single line number. 
All tllis is consistent \\)it11 the prc\.ious discussio~i. Frame 
#1 is tlie HPF nvin of die scalar h \ i~ i  in fiame #2. The 
scalar nvin of fiame #2 is expected to be called by scalar 
code, contirmed L>!f kames #3 and #4. Frame #5 is part 
of the twinning mechanism; process 0 is at line 499, 
\\.bile the other processors are all at bnc 506. 

Narrowing the focus to  exclude process 0 sho\\fs a 
different call stack sumniar!r (lines 9 through 16 of 
Figure 5) .  The lie\\! fr'ime #O (line 1 1 ) continues to be 
~~nsynchronized, but all tlic other fiarncs are synchro- 
nized. The nvinning dispatch loop (line 14) rcplaces 
the scalar frames of the global focus (lines 5 and 6). 
This replacement causes the new call stack, corre- 
sponding Illore closely to the physical threads, to have 
fc\\.er frames than the global call stack. 

In ter r~~pt ing tlie prograni \\tliile idle within the user 
interbce slio\\a more about twinning and also slio\\ls a 
multikame (see Figure 6).  Most of the frames are 
scalar except for the nvinning mechanism (frame #7, 
line 9) and the initial run-time frarnc (kame #S, line 
10). Narro\\ing the focus to esclude process 0 sho\vs 
the nvinning mechanism \\,bile \\raiting. The twinning 



s u b r o u t i n e  h p f - f i l l - i n - d a t a ( t a r g e t ,  w, h, c c r ,  c c i ,  c s t e p ,  nrn in ,  n rnax)  
i n t e g e r ,  i n t e n t ( i n 1  : :  w, h 
b y t e ,  i n t e n t ( o u t 1  : :  t a r g e t ( w , h )  
r e a l * 8 ,  i n t e n t ( i n )  : :  c c r ,  c c i ,  c s t e p  
i n t e g e r ,  i n t e n t ( i n )  : :  n m i n ,  nmax 

! h p f $  d i s t r i b u t e  t a r g e t ( * ,  c y c l i c )  

i n t e g e r  : :  C X ,  C Y  

c x  = w / 2  
c y  = h / 2  

f o r a l L ( i x  = l : w ,  i y  = 1 : h )  
t a r g e t ( i x , i y )  = r n a n d e l - v a l ( C M P L X ( c c r  + ( ( i x - c x ) * c s t e p ) ,  

c c i  + ( ( i y - c x ) * c s t e p ) ,  
K I N D = K I N D ( O . O D O ) ) ,  

n rn in ,  n m a x )  

c o n t a i n s  

p u r e  b y t e  f u n c t i o n  r n a n d e l - v a L ( x ,  n rn in ,  n rnax)  
c o r n p l e x ( K I N D = K I N D ( O . O D O ) ) ,  i n t e n t ( i n )  : :  x  
i n t e g e r ,  i n t e n t ( i n )  : :  n m i n ,  nmax 

i n t e g e r  : :  n  

r e a L ( k i n d = K I N D ( O . O D O ) )  : :  x o r g r ,  x o r g i ,  x r ,  x i ,  x r 2 ,  x i 2 ,  r a d 2  
L o g i  c a L  : :  k e e p g o i n g  

n  = -1 
x o r g r  = R E A L ( x )  
x o r g i  = A I M A G ( x )  
x r  = x o r g r  
x i  = x o r g i  

d  0  
n = n + l  
x r 2  = x r * x r  
x i 2  = x i * x i  
x i  = 2 * ( x r k x i )  + x o r g i  
k e e p g o i n g  = n  < nmax 
r a d 2  = x r 2  + x i 2  
x r  = x r 2  - x i 2  + x o r g r  
i f  ( k e e p g o i n g  .AND.  ( r a d 2  <=  4 . 0 ) )  c y c l e  
e x i t  

e n d  d o  

i f  ( n  > =  nrnax)  t h e n  
m a n d e L - v a t  = n m a x - n m i n  

e  L s e  
r n a n d e l - v a L  = MOD(n, n r n a x - n m i n )  

e n d  i f  

e n d  f u n c t i o n  r n a n d e l - v a L  

e n d  s u b r o u t i n e  h p f - f i l l - i n - d a t a  

Figure 3 
H P F -F  I L L-I N - D A T A  P~.occd~l~-c  (Source <:ocic fo r  t-igL~l-c\ 4 ~1111 5) 

mechanism at  fialncs #5 and # 6  (lines 2 3  a~icl 2 4 )  1s 
simil,ir t o  the ~iicclianism at  ~ ~ - , I I ~ I C S  # 3  ,111d #4 (lines 1 4  
, ~ n d  1 5 )  of  Figurc 5 .  111 Figurc 6 ,  t l ie \~ clo not  cnll a 
sc'llar t\\.in h u t  r,itlier call the messaging libt-nr!, t o  

- - 

recei \ r  instruct~ons fi-om PI-occss 0. Tlic 1llcss.lging 
librul-y, ho\ve\,cr, is ohcri n o t  sy~iclironized allions the 
peel-s, and frame #2 (line 15)  slio\\ s a ~ ~ i ~ ~ l t i f i - ; l ~ i i c .  'Th~s  
user interface slio\\.s n mult i f ia~nc as '1 collection o f  
one-line summaries o f  the ph\,sical kamcs (lilies 1 6  
tliroucli 20).  

Examining HPF Data 

E s ~ ~ m i n i n ~  ci,ltn senerall\, in\,ol\.cs detcl-m~ning \\.Iiel.c 
tlic data is stol-cd, fetching the data, and then presenr- 
i ~ i g  it. HPF presents difticultics in ,111 tlircc ;Ireas. 
1)etcrmining \\,liere darn is stored rccluircs rich and 
t l c~ ib le  clata-location I -ep~ .escn ta t io~~s  anci associatcti 
o l ~ ~ . s t i o n s .  Fctclii~ig small nmounts o f  dnra can be 
done  n,li\cl!., one  element at  a t ime, hu t  for 1'11-gc 
, m o u n t s  o f c i ~ t ~ .  c . ~ . .  data uscd for \~isu,~lination, bstcr 



Thread i s  i n t e r r u p t e d .  
#O: MANDEL-VAL(X = < < d i f f e r i n g  COMPLEX(KIND=8) values>>,  NMIN = 255, NMAX = 510) 

a t  m b . h p f . f 9 0 : 4 5 , 4 4 , 4 5 , 4 0 , 3 9  
39 x r 2  = x r * x r  
40 x i 2  = x i * x i  
41 x i  = 2 * ( x r * x i )  + x o r g i  
42 keepgo ing  = n < nmax 
43 rad2  = x r 2  + x i 2  
4 4 x r  = x r 2  - x i 2  + x o r g r  
45 i f  ( keepgo ing  .AND. ( r a d 2  <= 4 .0 ) )  c y c l e  

debugger> p r i n t  x 
$1 = #<DIFFERING-VALUES 

#O: (-0.66200000000000003,-0.114) 
# I :  (-0.59599999999999997,-0.113) 
#2:  (-0.65300000000000002,-0.112) 
#3 :  (-0.93799999999999994,-0.10600000000000001~ 
# 4 :  (-0.56600000000000006,-0.11) 

debugger> up 
# I :  h p f $ h p f - f i l l - i n - d a t a - ( T A R G E T  = < inon-a tomic=  INTEGER(KIND=I), DIMENSION(1:400, 1:400)>>, 

W = 400, H = 400, 
C C R  = -0.76000000000000001, C C I  = -0.02, CSTEP = 0.001, 
NMIN = 255, NMAX = 510) 

a t  mb.hpf . f90:14 
14 f o r a l l ( i x  = l : w ,  i y  = 1:h)  & 

debugger> i n f o  address  t a r g e t  
# ~ l o c a t i v e ~ t o ~ h p f ~ s e c t i o n  5 p e e r s  o f  t y p e  INTEGER(KIND=l), DIMENSION(1:400,1:400) > 

t y p e  INTEGER(KIND=I), DIMENSION(1:400,1:400) 
phys-count 5 
addresses 

0: O x l l f f f 7 l f O  
1:  O x l l f f f 7 0 0 0  
2: O x l l f f f 7 0 0 0  
3 :  O x l l f f f 7 0 0 0  
4: 0 x 1 1 f f f 7 0 0 0  

a rank  2 
t r a n k  2 
d i m i n f o s  d lower  dupper p lower  pupper . . . d i s t - k  

0 1 400 1 400 . . .  c o l l a p  
1 1 400 1 80 . . .  c y c l i c  

debugger> i n f o  address  target(100,100)  
#< loca t i ve - in -peer  i n  peer  4 ... > 

t y p e  INTEGER(KIND=I) 
peernum 4 
l o c a t i v e  #<locative-to-memory a t  dmem address  O x l l f f f 8 e l 3  o f  t y p e  INTEGER(KIND=l) > 

Figure 4 
l'ropr.11n I n c e r r i ~ p r c d  c lur ing Computnrion 

m e t h o d s  a r e  n e c d c d ,  13isplaying d a t a  c a n  usuall!! use 
t h c  t cchn ic lues  i n h e r i t e d  from t h e  under l ! r jng F o r t r a n  

90 s u p p o r t ,  but s o m e  mechanism ,~nd col-responding 
u s c r  i n t e r f a c e  handli~ig is  11eedcd \ \ ! l i en  r e p l i c a t e d  d a t a  

has  d i f f e r e n t  \!alucs. 

Da ta-Location Representations 
R e p r e s e n t i n g  \\ . l icrc data i s  storcd is  re la t i \ . c l y  easy 

to do in l a n g u a g e s  s u c h  as C and F o r t r a n  77: t h e  data 
is  in a r e g i s t e r  or in ;I c o n t i g ~ ~ o u s  block of m e m o r y .  

F o r t r a n  90 introduccd a s s u m e d - s h a p c  a n d  d e f e r r e d -  

s l i apc  at-t-,~!~s," \ \ . l ic rc  successive ,irrny c l c n i c n t s  a r e  not 
neccssnl-il!, a d j a c e n t  in I]iemor!l. HPF allo\\.s t h e  Jrra!! 

to be distributed s o  t h ~ t  successi \~c al.l.n!! elements a r c  

not ~icccssnri l ! ,  s t o r c d  in ,I s i n g l e  process or acidrcss 

space. T h e s e  lead  to dnt ,~ t h a t  c a n  bc stored d i s c o n -  

tiguousl!~ in m e m o r y  as \\!ell as ill diffcrcnt m e m o r i e s .  

Fortran 90 a lso  i n t r o d u c e d  a r r a y  sect ions,  vcccor -  

\ l a l u c d  subscr ipts ,  a11d f icld-of-arr; l ! l  o p c l ~ t i o n s , ~ '  

\ \ .h i ch  fi~rthcr complicate t h e  not i011 o F \ \ . h c r c  dntn i s  
stored. Although e v a l u a t i n g  a n  e s p r c s s i o n  i n \ . o l \ . i n g  

an array can b e  a c c o m p l i s h e d  by reading the e l i t i r e  

array and performing t h e  o p e r a t i o ~ i s  in t l i e  d e b u g g e r ,  

th is a p p r o a c h  is  ine f f i c ien t ,  especia l ly  &)r n result t h a t  is  

sparse c o m p ~ ~ r e d  to t l i e  e n t i r e  arra!.. A standard t e c h -  

nicluc is to p e r f o r m  address  arithmetic ;ind Fctc l i  only 



1  d e b u g g e r >  whe re  
2  > #O(unsync )  MANDEL-VAL a t  mb.hpf.f90:45,44,45,40,39 
3  # l ( s y n c h r )  h p f $ h p f - f i l l - i n - d a t a -  a t  m b . h p f . f 9 0 : 1 4  
4  # 2 ( s y n c h r )  h p f - f i l l - i n - d a t a -  a t  m b . h p f . f 9 0 : 1  
5  # 3 ( s c a l a r )  m b - f i l l - i n - d a t a  a t  m b . h p f . c : 4 5  
6  # 4 ( s c a l a r )  m a i n  a t  mb.c :421 
7  # 5 ( u n s y n c )  - hp f - tw inn ing -ma in -usu rpe r  a t  C...l/libhpf/hpf-twin.c:499,506,506,506,506 
8  # 6 ( s y n c h r )  - s t a r t  a t  C . . . l / a l p h a / c r t O . s : 3 6 1  
9  d e b u g g e r >  f o c u s  1-4 

1 0  d e b u g g e r >  whe re  
1 1  > # O ( u n s y n c )  MANDEL-VAL a t  m b . h p f . f 9 0 : < n o n e > , 4 4 , 4 5 , 4 0 , 3 9  
12  # l ( s y n c h r )  h p f x h p f - f i l l - i n - d a t a -  a t  m b . h p f . f 9 0 : 1 4  
1 3  # 2 ( s y n c h r )  h p f - f i l l - i n - d a t a -  a t  m b . h p f . f 9 0 : 1  
14  # 3 ( s y n c h r )  -hpf -non-peer-0- to-d ispatch- loop a t  C...l/Libhpf/hpf-twin.c:575 
15 # 4 ( s y n c h r )  -hpf - tw inn ing-main-usurper  a t  C...l/Libhpf/hpf-twin.c:506 
1 6  # 5 ( s y n c h r )  - s t a r t  a t  C . . . l / a l p h a / c r t O . s : 3 6 1  

Figure 5 
Conrl-ol Flo\\ o f  .I T \ \ - in~lcd  l'ropl..~m 11lrc1-ruprccl durirl? ( ' o ~ l i p u t . ~ r ~ o ~ l  

- 

1  d e b u g g e r >  whe re  
2  > # O ( s c a l a r )  - p o l l  a t  <<unknown name>>:41 
3  # l ( s c a l a r )  < < d i s e m b o d ~ e d > >  a t  <<unknown>>:459 
4  # 2 ( s c a l a r )  -XRead a t  <<unknown n a m e > > : l l l O  
5  # 3 ( s c a l a r )  -XReadEvents  a t  <<unknown name>>:950 
6  # 4 ( s c a l a r )  X N e x t E v e n t  a t  <<unknown name>>:37 
7  # 5 ( s c a l a r )  H a n d l e X I n p u t  a t  mb.c :58 
8  # 6 ( s c a l a r )  m a i n  a t  mb.c :452 
9  # 7 ( u n s y n c )  -hp f - tw inn ing -ma in -usu rpe r  a t  C...l/Libhpf/hpf-twin.c:499,506,506,506,506 

1 0  # 8 ( s y n c h r )  - s t a r t  a t  C . . . l / a l p h a / c r t O . s : 3 6 1  
1 1  d e b u g g e r >  f o c u s  1-4  
1 2  d e b u g g e r >  whe re  
1 3  > # O ( u n s y n c )  - s e l e c t  a t  <<unknown n a m e ~ ~ : ~ n o n e ~ , 4 l , ~ n o n e ~ , 4 1 , 4 1  
14  # l ( u n s y n c )  TCP-MsgRead a t  C...l/libhpf/msgtcp.c:~none~,1057,~none~,1057,1057 
15 # 2 ( m u l t i )  
1 6  <none> 
1 7  - TCP-RecvAva i l  a t  C . . . l / L i b h p f / m s g t c p . c : 1 4 0 0  
1 8  s w t c h - p r i  a t  <<unknown name>>:118 
1 9  - TCP-RecvAva i l  a t  C . . . l / l i b h p f / m s g t c p . c : l 4 0 0  
20  - TCP-RecvAva i l  a t  C . . . l / L i b h p f / m s g t c p . c : l 4 0 0  
2 1  # 3 ( u n s y n c )  -hpf-Recv a t  C . . . l / l i b h p f / r n s g m s g . ~ : < n o n e > , 4 3 4 , 4 8 8 , 4 3 4 , 4 3 4  
2  2  # 4 ( s y n c h r )  - hp f -RecvD i r  a t  C...l/Libhpf/msgmsg.c:509 
23 # 5 ( s y n c h r )  -hpf -non-peer-0- to-d ispatch- loop a t  C...l/libhpf/hpf-twin.c:563 
2  4  # 6 ( s y n c h r )  -hpf-twinning-main-usurper a t  C...l/libhpf/hpf-twin.c:506 
2  5  # 7 ( s y n c h r )  - s t a r t  a t  C . . . l / a l p h a / c r t O . s : 3 6 1  

Figure 6 
Conrl.ol Flo\\, ofn T\ \ ,~n l lcd  Progr.lm Intcrruprcd L\/hilc l t i l c  In Sc..ll.~~- hloclc 

tlic ,~ctual  data rcsult ,lt the end of  tllc opcr,ltron. ' l l ic  
L I S L I J ~  notion o f a n  address, ho\\~e\>cr, is t h ~ t  it describes 
the s t u t  o f a  c o n t i g ~ ~ o ~ ~ s  block of~l icmor!~.  

Krclier d,ita-location ~.cprese~itrltions 31-e ~lccess.ll.\.. 
7'hcsc represcnt '~tions c'ln include registers 'lnd toll- 

tiguous menor!; bu t  tl~e\r also llccd t o  i n c l ~ ~ i l c  discoll- 
t i g u o ~ ~ s  memol-!, and d,lt,l distrihu tcd .lmong ~iiultiplc 
processes. l'lie rcprescnt,~tions sliollld also ~ l l c l ~ r d c  the 
results ofesprcssions in\,ol\.ing .lrr.l\, sections, vectol-- 
\,alucd subscripts, anct ticld-of-arra!. operations, 
tlicrcb!, es tcnding adiircss a r i t h ~ ~ i c t i c  t o  cl.lt.1-location 
arithmetic. Aard\~arl< d c f  lies a locritir~r hnsc c l ~ s s  t h ~ t  
lins n \.irtl13l method t o  fetch tlic da t '~ .  A \.arien. o f  

dcl.~\.cd classcs ilnplcmcnt tlic d ~ t a - l o c , ~ t i o n  reprcscn- 
t'ltions nccdcd. 

I)lGI?'Ar.'s Fortr,l~i 90 implcmcnts ~ssumcd-sli . lpc 
~ 1 1 i i  ~icfcr-red-shape al.r'l\rs ~lsilig descriptors that  con-  
t ,~ in  run-t ime inform.ltion about  the  memory  ~lddrcss 
o f  the first clcment, the boullds, 2nd per-dimension 
inter-clemcl~t  spacing." Aard\.,l~-k models these t!.pcs 
o f  ,l~.ra!~s almost dil-cctly \\,it11 a dcrilrdtion o f  the loca- 
ti\,c class t h ~ t  holds the sdlnc i n f o r ~ n ~ l t i o n  as the 
dccr ip tor .  Performing csprcssioli opcrat io~ls  is rcl ,~-  
ti\.cl!, eas!,. An arra!, scction capression ~ d j u s t s  the 
bounds and the intcl--clement spacing. A field-of-~rray 
operation otiscts the nddt-ess t o  point t o  the compo-  

\'()I. 0 So.  3 I007  



[lent field and changes the elcmcnt type to that of the 
ticld. A vector-valued subscript expression req~rires 
additional support; the reprcscntation for each dimcn- 
sion can be :I vector of mcmory offsets instead of  
bounds and inter-element spacing. 

All arrays in Hl'b arc qualified, explicitly or  implic- 
jtl!;\\,ith ALIGN, TEMPLATE,;i11d D I S T R I B U T E  dircc- 
ti\,cs.'" DIGITAL'S HPF uses a supersct o f the  Fortran 
90 descriptors to encode this information. Aardvark 
models HPF arrays with another derivation of thc 
locative class that holds information similar to thc H1'F 
descriptors. The most pronounced difference is that 
Aardvark uses a singlc locati\~c to cncodc the descrip- 
tors from tlie set of processes. Aard\.~rk kno\\,s tliat the 
local menlor!, addrcsscs arc potentially different on 
each proccss and maintains them as a vector, but cur- 
rcntly assun1es that processor-independent informa- 
tion is the samc on all processcs and only encodes that 
information oncc. 

Referring again to Figure 4,  line 22 slio\\ls that the 
argument T A R G E T  is un arra); and line 29 is a rccjucst 
for information about the location ofits data. (Scc also 
Figlire 3 for the fill1 source, including the declaration 
and distribution of TA R G  E T . )  Figure 4 ,  line 32 sho\\.s 
that there arc five processes, and lines 34 through 38 
sho\v die base addrcss within each process. The 
addresses for processcs 1 through 4 happen to bc thc 
same, but tlic address for proccss 0 is different. 1,incs 
39 and 4 0  sho\v that the rank of the  array ( a  r a n k )  rind 
the rank of the  template ( t  r an  k )  are both 2. Lines 42 
vnd 4 3  show the dinicnsion information for the array. 
Thc declared bounds are 1 : 400.1 : 400, but the local 
phvsical bounds arc 1 : 400 , l  : 80 and the distribu- 
tion is ( *, c Y c L I c 1.  This is all accurate; distributing 
thc second dimension o n  five processcs causes the 
local physical size for that dimension (SO) to be onc- 
fifili the dcclarcd b o ~ ~ n c l  (400) .  

l'erforniing expression opcl.ations o n  HPF-based 
locatives is more in\rolved than for Foruan 90. 
Proccssing n scalar subscript not only otTsets thc base 
nlcmor!l address but also restricts the set of processors 
dctcrmniued bv the dimension's distribution information. 
Processing 3 s~rbscript triplet, c.g., f r o m :  t o :  s t r i d e ,  
in\'ol\les adjusting the dcclarcd bounds a ~ i d  the nlign- 
~ncnt ;  it docs not 'ldjust thc tcmplate or tlic physical lay- 
out. As in Fortran 90,  processing a vector-v;ilued 
subscript in HPF rcquires the locati\,c to represent the 
cffcct of the vector. For HPF, the rcprcscntation is pairs 
of memory offsets and processor set restrictions. 
Proccssing a held-of-array oycratioli adjusts the elcmcnt 
type a ~ d  oftiets each nicn1or)l address. 

When selecting a single array elcrnent by providing 
scal~r  subscripts, another type of locati\.c is ~ ~ s e f i ~ l .  This 
locati\le describes 011 which process thc data is stored 
and a locative relative to that selected process. For 
csaniple, line 4 5  of Figure 4 requests the location 
information of a single army element. The result 

sho\vs tl1,lt it is on process 4 . ~ t  the memot-!, ,iddress 
indicated by the contained lo~a t i \~c .  

Fetching HPF Data 
As just mcntioncd, locatives provide n mcthod to fetch 
the data dcscribcd by the locative. For a locati\lc that 
describes a singlc distributed array element (c.g. ,  
Figure 4,  lines 45 through 49), t l ~ c  mcthod csrracts 
the appropriate physical thread from the logical thread 
and uses the contained locative to fetch the data rela- 
ti\.e to  thc extracted pliysicnl thread. For a locati1.c that 
describes an HPF array, Aardvark currently iterates 
over the valid subscript space, deterniincs the physical 
process nun~ber  ;~nd memor!, offset for e.ich clcmcnt, 
and fetches the clcmcnt from tlie selected ph!~sical 
proccss. For small nu~nbers  of elemcl~ts, on the order 
of  a fe\\. dozen, this techniclue has acceptable per- 
formance. For largc numbcrs of elements, c.g., for 
visualization o r  rcduction operations, the cumulative 
processing and communication delay to retrieve cach 
indi\sidual element is unacceptable. This performancc 
issue also exists for locatives tliat describe discontigu- 
ous Fortran 9 0  arrays. The tl~rcshold is higher bccnuse 
there is 110 conipuution to  dcterniinc the proccss for 
an elemcnt, and tlic proccss is usually loc:ll rather than 
remote, climinating comniunication delays. 

The primary bottleneck is issi~ing man!. small data 
rctrie\lal requests to each ( remote ) process. This 
in\~ol\lcs many communication delays and many dcla!rs 
I-elated to retrie\,ing cnch elcmcnt. CVliat is needed is to 
issi~e a smaller number of Inrger requests. The smaller 
number reduces thc number of com~nunicatio~l trans- 
actions and associ;~tcd delays. Largcr requests allon, 
;inalysis of a request to milkc rnorc cfficicnt use of 
the operating s)atem's mcchanisnis to access proccss 
memory. For example, a sufficientl!l dcnse request can 
rcad the encompassing nicmor!r ill  ;I singlc c,lll to the 
operating system and then extract the desircd cle- 
mcnts once tlie data is within the debi~gger. 

Although not implemented, the best solution, in 
my opinion, is to provide a "read (ni~~ltidimensional) 
memory section" nicthod on a proccss in addition to 
the common "read (contiguous) m e ~ n o r ~ "  mcthod. If 
tlie proccss is remote, as it us~~all!~ is \\,it11 HIT,  the 
method \ V O L L ~ ~  be for~varcicd to a remotc dcbug server 
controlling tlie remote proccss. Tlic i~iiplc~ncntntioi~ 
of the method that interacts \\,it11 tlic operating s!.stem 
\vould know the trade-offs to deterrniile how to ana- 
lyze the request for maximum efficiency. 

Con\fcrting a locati\re describing a Fortran 9 0  array 
section to a "read memory scction" mcthod should be 
cas!l: the!, represent nearly the same thing. For '1 loca- 
tive that clescribes a distributed HPI-' arra!., Aard\,ark 
\vould nced to  build (physical) mcmory section 
descriptions for cach physical proccss. This can bc 
done by iterating over the physical processcs and 
building thc Iiiemory section for cnch process. It is 



also possible t o  build rhc Illernor\ scct io~ls  for all the 
proccsscs di1rins.1 singlc pass t l i r o u ~ h  the locati\,c, bur  
the pcrhrmancc  gains ma!, n o t  be Inrgc e n o u g h  to 

\\.arrant t l ~ c  added complcsir!~. 

Differing Values 
Using HPF to distribute an array often partitions its 
clcments a m o n g  the proccsscs. Scalars, ho\\.c\.cl., arc 
generally rcplicatcd and may bc r sprc tcd  t o  h:l\.c the  
same \,nluc in c.lch proccss. Tlicrc . ~ r c  c.1scs. t l iough, 
\\~licrc scc~ningl!  replicated sc,~l,l~., m3y ~ i o t  lin\.c thc 
same \ / ~ I u c .  D O  loops tll.lt do  11ot r c q ~ ~ i r c  dat;i t o  be 
communicated bet\\ .cc~l proccxscs d o  no t  I~;l\-c s \ . I~-  
clironization points and can become oilt  of' ph;lsc, 
resulting in their indexes , ~ n d  o ther  pl-i\.atizcd \.nl.iablcs 
h,l\,ing differcllt \.alucs. Functions c;lllcd \ \  itlli11 ,I 

F o R A L L c011str~ct oftcli ~ L I I I  i1iilcpe11cic1~tl!~ of  each 
other ,  causing the a r g u ~ u c n t s  and local \.3ri,l>lcs in 
o n e  pl-occss t o  be diffcrcnt fi-om tliosc in another. 
A d e b u g ~ c r  should be a\irarc that  v;llucs might  differ 
and ad j t~s t  thc prcscnnt ion ofsuch  vnlucs accordingl!,. 

Aard\,arli's npproach is t o  dctinc 2 nc\ \ ,  kind of\,nluc 
object cnl led ~l!%;/i~rJ~?g r rillic~.< t o  I.cprescIit a \xlnc fi.o~n 
a scm;lnticall!. sin& sourcc thnt docs no t  h;l\.c the  
s;lmc \raluc from all its actual sources. A uscr interface 
c ~ n  dctcct this kind o f  \ d u e  and displ~!. it in ciiffcrcnt 
\\-:l!.s, for csamplc, based o n  context and/or  the size o f  
the data. 

1lcfcl.ri1ig agaln t o  Fig~ll-c 4, tllc progl..~m \\:IS intcl-- 
I-upted \\~liilc each p~.occss \\';IS c s c c ~ ~ t i n p  the tillistion 
M A N  D E L-v A L cclllcd \\.ithi11 a F o R A L L.  I.inc 2 sho\\.s 
th,lt the  argument  x \vas dctcrmincd to Ilavc diffcring 
v,ilues. This uscr interhcc docs ~ io t  shon. all tlic \.nlucs 
, ~ t  this point; n IJL-gc n l ~ r n b c l  o f  \alucs c o ~ ~ l i i  ciistl-,~ct 
the user h o r n  the current  objccti\,c o f  disco\,crins 
\\,licrc thc proccss stopped. Instc.lci, i t  sho\\.s :ln ilidic.1- 
tion that the \-alucs arc different ,dong \\.it11 the o f  
the variable. Noticc that  the o ther  t\\.o argulllcnts, 
N  M I N and N  M A X , arc prcscntcd as intcycl.~; the!. Ild\.c 
tllc sanic \~;lluc ill ,111 p ~ . o c c s ~ c s .  I.inc 12 I.cclncsts to  scc 
the \galuc o f  X .  I,inc 13 ngnin slio\\.s that tlie \ , ; i l ~ ~ c s  '11.c 
diffcrcnt, and lines 14 t l ~ r o u g h  I S  she\\. the ~>~.occss  
number  and the  \rnluc horn tlic proccss. 

To build a diffcring values ohjcct, X.~rd\.arli l-cnri\ 
tlic values for n rcplicatcd scalar from c.~ch pl.occss. I t '  
,111 the \~alucs nrc bit-\\sisc c q ~ ~ n l ,  tlic\r ~u-c consicic~.cd t o  
bc the s;l~iic and a sr.lndnrd (singlc) \..lluc ohjcct i j  

I-ctunicci. Othcr\\.ise, a diffcring valucs objcct is con-  
structed fionl tlic scvcral \.nlucs. For  numeric Ann, this 
approach sccms I-casonnblc. I f thc  \-aluc o f a  scaln~. inte- 
ger variable I N T V A  R is 4 011 all the pl-occsscs, the11 4 is 
,I rcason~iblc (single) l 'al~lc for I N T V A R .  I f t h e  \,nlLlc of 
I N T v A R is 4 on .some proccssol.~ and 5 o n  othcrs, n o  
single \ d u e  is reasonable. For  nonn~umcric  d.lta and 
poi~itcrs,  tlicrc is the possibilit!. o f  Lllbc positi\.cs ;lnd 
tilsc ncgati\rcs. T h e  idc:ll for uscr-def ncci t!,pcs is t o  
compare tlie fields rccursivcl\~, l'ointcrs tlidt arc sc111;111- 

t i~nl l !~ tlic s.inle c;ln point  t o  targets located at diffcrent 
~ i i c m o r !  .lddrcsscs for ~lnrclatcd rcasons, leading t o  
different Inclnory nddl-cs\ valucs and tlicl-cforc a fdsc 
positi\rc. .li) correctly dct-ch-cncc the pointers, t l i o ~ ~ g h ,  
A.i~xi\.n~-k ~ l e c d s  t l ~ c  diffcl-cnt mclllor!z ncitircss \rnl~rcs. 
In short ,  it is rcasonablc t o  rest numeric data and cre- 
;ltc ;I singlc \.nluc objcct o r  a dif'kring \.alucs objcct, 
slid it ~ p p c 3 r s  rcnso1l;1blc to d o  tlic s a ~ l i c  for n o m u -  
mcric da t ;~ ,  despite tllc possibility o f  a technically hlse 
k i ~ ~ d  ofr,.1li1c object. 

(:i~src~itl\;  difvcrjng \.nl~lcs d o  not participate i l l  nrith- 
mctic. 1'11.1t is, the csyrcssion I N T V A R  . L T  . 5 is \lalid i f  
I N T V A  R  is ;I single \,aluc [ ~ t  causes a11 crror to be sig- 
~ialcd if I N T V A R  is u diff'cl-ing \.nluc. h/Iany cnscs could 
he lnadc to \\.ark, hut somc cases d c e  resolution. 111 thc 
I N T V A R .  L T .  5 c n s c , i f ; ~ l l \ n l u c s o f ~ ~ s v ~ ~  ,~telcssthan 
5 01. all JJ-c p e a t c r  tlla17 or  cq~la l  t o  5, tlicn it is reason- 
nblc t o  coll.~psc the ~.esult into a single \.;~luc, . T R u E . o r  
. FA L s E . , rcspccti\.ely. If somc \.nlucs ,Ire less t11a1i 5 
;lncl some are not, it also sccms rcnsona1,lc t o  create ;1 
diffcrinp \ ~ l i l c s  object that Ilolds thc differins results. 
L'i/llnt if I N T V A  R  . L T  . 5 is used ns the conciitioll o f  a 
I?l,c,tkpoint ~ l l d  solilc \ . a l ~ ~ c s  of  I N T V A R  are less rl~.in 5 
. ~ n d  somc JI-c not: Tiic breakpoint s h o ~ ~ l d  prohabl!. 
cause the proccss (and all tlic physical proccsscs) to 
~-clii;lin stopped. It  is u n c l c : ~  \\.hcther ,~rithmctic on  
d i f f c r i ~ ~ s  \..ilues \\.auld be ubcfill to users o r  if it \\.auld 
Ic,lri to  niorc c o l ~ f ~ ~ s i o n  thnn ~t \ \ . o ~ ~ l d  clear LIP.  

Unmet Challenges 

HI'F presents ;I \..lricn o f  ch;~llcngcs that  A,~I-dvark 
docs no t  !.ct address. Somc of thcsc  challcngcs nrc no t  
i l l  colnrnon practice, gi \ . i~ig the111 lo\\. ~>~.iorit\.. Somc 
.ire rcccnt \ \  itli Hl't' \'cl-s~on 2 .0  2nd nrc being ~ lscd  
\\.it11 incl-c.lsing ticcl~lcnc!.. Sonic o f  t l ~ c  clinllcngcs, for 
cs,implc, ,I dcbuggcr-initirltcd c.ill o f  an HI'F procc- 
durc,  arc tedious to address correctly. 

Mapped Scalars 
It  is possil)Jc t o  iiist~.ilx~tc 3 scalal.so that the scidar is not  
tilll!. rcpl jcatcd. '~Thc compiler I\-ould nccd t o  cmit suffi- 
cient ~ C L > L I ~ @ I ~ ~  inhrnlation, \vhich \ \ , o ~ ~ l d  probnbly bc 
a \ , i~.ti~nl ,irray descl-iptol- \\.ith an arra!. rank o f  0 and a 
nonzero t c ~ i ~ p l a t c  1.31i1<. Anrd\wk \\.auld probably model 
it ~rs inp its c\isting locati\cc fix Hl'F arra!a, also \\!it11 a n  
nl.l.n!. rdnk of  0 ,und nppropriatc tcmplnte inhrmation.  

Replicated Arrays 
Ulilcss other\\-isc spccifcci, 1)IC;ITAL's H1'F compiler 
rcplicntcs nrr:l\,s. I t  is possilde to replicate an-a!s c\plic- 
itl!. nnci t o  <111sn .I~~:I!~s ( a n d  s c ~ l a r s )  s o  that tlic!' ~ r c  
p.l~'ti;\ll!~ rcplic'ltcd. (:~~rrcntl!., ii'lrd\"l~.k docs n o t  
dctcct ;I rcplic~tcci ;irr;1!,, despite tllc s!'1111>01 t.lblc o r  
run-time descriptor indicating tli;lt it is rcplicatcd. As a 
result, A,lrJ\,a~-k cictcrmincs a singlc proccss from 
\\.liich to fetch cnch arm!, c lement .  For fill!. replicated 



~I-I -J \ , s ,  Aard\.'~u-k s l i o ~ ~ l d  rend the arrn!' fro111 cnch 
p~-ocess and proccss tlicm \vith the differing values 
algorithms. <:orrcctly processing arrays that are par- 
tially replicated is not as easy as processing unrepli- 
catcd 01. fully replicatecl 'II.~J!~s. Iftlic odci columns .ise 
on processes 0 and 1, \\,hilt tlie e\.cn columns are on 
processcs 2 and 3, n o  single process contains tlie entire 
array. The differing values object \\.auld need to  be 
earcndcd to index the v,llues by a processor set rather 
than a single proccss. 

Update of Distributed and Replicated Objects 
A<l~-d\!arlt currently supports limitcd modific,ltion of  
d ~ t a .  It supports updating a scalar object (scalar vari- 
able or single array element) with a scalar value, even if 
the objcct is distributed or  replicated. E\.en this can be 
incorrect at times. Assigning a scal,lr \,slue to ,I repli- 
cated object sets each copy, \vIiich is undesirable if tlie 
object has differing values. Assigning a \laluc that is a 
differing \falucs objcct is nor supported, ~Morc i~npor-  
t:lntl!, (nnd more subtl!~), Anrd\xrk is not a\\.arc of 
shadow or  halo copies of data that are stored in multi- 
ple proccsscs, so updating a distributed object lipdates 
only tlic prirn'lry location. 

Distributed Array Pointers 
HPF Version 2.0 allo\vs array pointers in ~ ~ s e r - d e f  ned 
ppcs  to be ciistrib~~tc~i and allo\\,s filll!! replicated 
arrays of such types. For exanlple, in 

t y p e  u t y p e  
i n t e g e r ,  p o i n t e r  : :  c o m p p t r ( : )  
! h p f $  d i s t r i b u t e  c o m p p t r ( b 1 o c k )  

e n d  t y p e  

t y p e  ( u t y p e )  : :  s c a l a r ,  a r r a y ( 2 0 )  

tlic componcnt fcld c o m p p  t r is .I distsibutcd arm!' 
pointer. Aardvark does not currentl\~ process the array 
dcscriptor(sl for s  c  a  1 a r % c o m p p  t r at tlie right place 
~ n c i  as ;I result docs not recognize thc expression as 
ari arm!: As mentioned earlier, Aurd\,ark reads .I repli- 
cated ar1.3~ element from a single proccss. To proccss 
a  r r a y  ( I ) % c  omp p  t r, all the descriptors arc needed, 
e.g. ,  for tlic base memor!r addresses in thc physical 
processes. Tlic use of this rclari\,cly nc\v construct is 
gro\\,ing rapi~ily, elevating the importnncc of being 
supported by deb~lggcrs. 

Ensuring a Consistent View 
r\ program can lia\re its pli!~sical threads stop at the 
s3me plnce lxtt be in different iterations of a loop. 
An~.d\,arl< mistaltcnly prestlits tliis state '1s s!m- 
clironizcd and presents darn as if it were consistcnt. 
This is \\,hat is happening in Figurcs 4 and 5; 
h p f  $ h p f - f  i L 1 - i  n-da t a  (frame #1) is in different 
itcratio~is of the F o R A L L .  With compiler assista~icc, it 
is possible to annotate each thread's location \\,ith iter- 
ation counts in addition to traditional line ~ iu rnber s . '~  

TIic resulting set of locations can be compared to a 
locatioti in the concept~~ally serial proglxni to dctcr- 
mine \\.liich threads have already renchcd (and perhaps 
passed) tlie serial Location and \\,hich have not yet 
reached it. A debugger could automaticnlly, or under 
user control, ad\~ance ec~cli thread to a consistclit scrinl 
location. For no\\; Aardvark's differing \*,ilues mecha- 
liism is the clue to the user tliat program statc might 
not be consistent. 

Calling an HPF Procedure 
Ha\,ing a debugger initiate a call to a Fortran 90 pro- 
cedure is difficult in the general case. One difficulty is 
that copy-in/copy-out (~iiaking a temporar!, cop!' of 
array arguments and copying the tcmpornry bnclc to its 
origin after tlie call returns) may be necessar!,. HPF 
adds rno1.t' difficulties. First, the data may nced to 
be rcdistributcd, \\lliich amounts to a distributed copy- 
in/copy-out and entails a lot of tedious (but  hopefi~lly 
straighrfor\\~,ird) bookkeeping. Second, nn HPF 
thread's state is much niore coniplcs than a collection 
of physical thread states. When a debugger U~itiates a 
uniprocessor procedure call, it generally saws the reg- 
isters, scts up tlie registers and stack according to  the 
calling con\.cntio~i, lets tlie process run until tlic cnll 
1-C~U~IIS,  ~ x t r . 1 ~ 1 ~  tlle result, and fnallv restores the 
registers. The registers are generall!, the state that is 
prcser\ui across a debugger-initiated procedure cnll. 
For HPF, anci in general for other paradigms that use 
message passing, it may be necessary to prescr\.e the 
I-un-time statc of the messaging subsystem in each 
process. This prescr\,ation p rob~b l !~  amounts to ma!<- 
ing uniprocessor calls to ~i~cssasing-si~pplied sa\.c/ 
restore entr!. points, allo\\ring thc messaging sitb- 
s)~steni to define \\.hat its state is and Ilow it should 
be sa\)ed 2nd restored. A l t h o ~ ~ g h  logical entities \\rould 
be used to coordinate tlic physical details, this is a lot 
of \\,ark .uid has not been prototypcd. 

Related Work 

1)IC;ITAL's repre~cntati\~e to thc first mccti~ig of 
the HI'F User Croup reported a general lament 
among users about the lack of debuggcr s~~ppor t . ] " . ' ~  
Browsing the Wol-Id Wide Web reveals little on tlie 
topic of HPF debugging, although some efforts li;l\.e 
pro\cidcd \rarioi~s degrees of sophistication. 

Multiple Serial Debuggers 
A si~nplistic approach to  debugging support is to start 
a traclitional serial debugger on each component p ro-  
cess, perhaps providing a scp.lrate windo\\) for e.lcli 
and providing some comniand broadcast capabjlit\.. 
Althougli this approach provides basic debugging, it 
does not address an!, of tlie interesting challc~iges o f  
Hl'F debugging. 
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Prism 
Tlie Prism debugger  (\,crsions dating h u m  1992) ,  fix- 
merl!r from Thinking Machines C o r p o r ~ t i o n ,  pl-ovidcs 
debugging suppor t  for CAI Tlie run-time 
niodel of<;~M Fortran is essentiall!l singlc i~ls t ruct ion,  
~nul t iple  data (SIbID) ,  \ \ . l~ ic l~  consider~bl! simplifies 
managing the program. T h e  program get:, conipilecl 
into an executable that  broadcasts ~ n a c r o i ~ ~ s t r ~ ~ c t i o n s  
to the parallel machine, eve11 on the C k l - 5  s!.nchro- 
nized multiple instruction, niultiplc d ~ i t a  (MIhl l ) )  
machine. Prism primarily debugs the single program 
doing tlie broadcnsting. Therefore, opcrc~t ions such ;is 
starting, stopping, and setting breakpoints can use the 
traditional ~111iprocesso1- debugging tcchniql~es. l'rism 
is a\\,are o f  distributed tlata. LVlien \,isualizing a distrib- 
uted array, ho\\~cvcr, it presents cncli process's local 
portion and co~iccpt i~nl l \ .  ,lugmelits t h t  r,lnk o f  tlic 
array t o  include a process axis. For  esa~l iplc ,  a r\vo- 
dimensional 4 0 0  x 4 0 0  rirra!. distributed ( *, c Y c L 1 c ) 
on tivc processes is presented as a 4 0 0  x 8 0  x 5 array. 
For  explicit message sending programs, Prism colitrols 
the target processes and provides n "n.hcrc graph," 
\\,hicIi has some oft l ic  \zisu.~l ciles that Aa~ci\.,~rl<'s logi- 
cal frames pro\,idc. 

Totalview 
l<ecc~it (1997) \versions o f  the Tc)talVic\\, debugger, 
from Dolphin I~l terconnect  Solutions, IIIC.,  p~.o\.idc 
some support for the HI'F conipilcr h.oni 'l'lic l'ortland 
G r o ~ ~ p ,  I I~c." ,~ '  TotalVic\v pro\.idrs "proccss groups," 
\\~liicli are treated morc like sets for set-\vide opcr.itions 
than like a syntlicsis into a single logical cntin: As 3 

result, n o  unified vic\vofthe call stacks exists. ToslVie\\,  
can "cli\.e" into a d i s t r ib~~ted  HPF arrfi!. and 111-escnt it as 
a single array in terms o f t h e  original s o ~ ~ r c c .  1)istributctl 
data is no t  curre~itly integrated into tlic cxprc.ssion 
system, ho\ve\,er, s o  a conditional breakpoint sucl.1 as 
A ( 3,  4 . L T  . 5 ciocs no t  \\*orl<. 'I'otidVic\v is hcing 
acti\,cly dc \ t loped ;  f~ ture \.crsions \\,ilJ, likcl!. pro\,idc 
more complete s u ~ q ~ o r t  for  MI'F. 

Applicability to Other Areas 

Many o f t h e  techniques that Aiird\ia~.lc inco~.poratcs can 
appl!~ t o  otller ;weas, illeluding the si~iglc p rog~. ; in~ ,  
multiple data (SI'MD) paradigni, debuggi~ ig  optimized 
codc, and interprcted Iiinguagcs. 

Single Program, Multiple Data 
Logical entities can be ~lsecl t o  manage and e s n ~ ~ i i n c  
programs that use the SPh11) paradigm. This is true for 
process-le\.el Sl'MD, \\~liich is commonly used \\-it11 
esplicit message sending such as J\/IPI,'." and fix 
thread- le \d  SPlMD such as directed dccomposi- 
tio11 , f i - 2 7  A,~rd\lark's t\vinnins algorithms c,in be i~sed  

in both cdses. l'rocess-le\.cl Sl'h,ll) is siniilnl. t o  

l)IGI1'AI.'s MI'F; t l ~ c  cclui\lalent of tur inning rcquircs a 
st!rlistic \\,a!, o f  coding and decla~.ing a dispatch loop. 
'l'hread-Icvcl Sl'iMl) usually has a pool o f  threads wait- 
ing i l l  a dispatch loop, requiring Aardvark to kno\\. 
soiiie mechanics o f  tlie r u ~ i - t i m e  support.  

TIit ciitfering values meclianisni can apply t o  data in 
Sl'i\/ll) pii~.adigms. l)IGITAL,'s recent introduction of  
Tlireaci I.oc'il Stor.lge (TLS),LU modeled o n  the Thread 
Izocal Storage Kicility of I\Iicrosofr Visual C++'" with 
similarities to T A  s K c o NM o N o f  Cray Fortran,"" pro\idcs 
~11otI icr  S O L I ~ C C  o f t l . 1 ~  same \.ariable Iiaving potentially 
differing \ , a l ~ ~ c s  in different thread contests.  

Debugging Optimized Code 
A.i~.dvark's flexible locati\.c subsystem and  its a\\.arc- 
ncss ofnonsing~rlar  \ d u e s  (i.e., differins \ d u e s )  can be 
tlic b'isis for "split-lifetime \-al-iables." I n  optimizeti 
code,  n vnriablc ccln have scveral simultnncous lifetimes 
(c.g.,  t l ~ c  result o f  loop i~nrol l ing)  o r  no  active lifetime 
(c.g., bcnveen a usage and tlie nes t  assignment). Ne\v 
tlcrivations o f  tlie locative c l ~ s s  can describe the multi- 
ple homes o r  tlie nonexistent home of a \.ariablc. 
Fetchins b!' Incans ofsucli n Jos,lti\.e creates nc\\.  kincis 
o f  \ . a l ~ ~ c s  that hold ,111 the \,slues o r  an indication thnt 
thcrc is n o  \,.ilue. Uscr interfaces become a\\.are o f  
these nc\\- kinds o f  valucs in \\lays similar to their 
a\\,Lirencss o f  ciiffering \ ,~JLICS.  

r\nrd\.nrk's ~ ~ l c t h o c i  of  ' l s k i n ~  ,I thread for a singlc- 
5tcppins run rc,lso~i and cmpo\\,cring the rcJson t o  
acconiplish its mission can be the basis for single step- 
ping optimized codc. Optimized code generally intcr- 
leaves i~istructions horn different sollrce lines, rendering 
the stalidard " c s e c ~ ~ t e  i~is t ruct io~is  imtil the sourcc linc 
n n m b c ~  changrs" nictliod of  single stcpping useless. 
It '  inste,id the compiler e~i i i ts  inhrnmntion about  tlic 
semantic c\.cnts o f  a source line, Aardvark can construct 
3 si~iglc-steppi~lg ~ L I I I  reason based o n  semantic events 
rather tlian linc ni~mbcrs .  Single stcpping an optimized 
H I'F p ~ ) g r a i i  immcdiatel!, ~.c.,lps t l ~ c  bcncfi ts since logi- 
c.11 stcpping is hiiilt 011 ph!fsical stcpping. 

Interpreted Languages 
1 . o g i c ~ l  entities can be used t o  s u p p o r t  d e b u g g i n g  
interpreted 1,111guagcs such as Ja\,,i." anti Tcl." I n  this 
case, rlic pli!.sical proccss is the  o p e ~ x t i n g  s!,stcnlls 
process ( t h e  Java Vi r t~ la l  Machine o r  t h e  1-cl intcr- 
p e t e r ) ,  and rllc logical process is the  user-level 
o f  tlie program. A logical stack f ra~ i ie  encodes a p ro-  
ccciu~.c call o f  the  source langu;lge. Tliis is ncconi- 
pljshcd l~!, csnni ining \ l i r t ~ ~ a l  st,lck in form.~r io~i  in 
pllysicnl mcnior!. nnti/or by csani ining phys~cal  
stnck franies, depending  o n  h o \ \  the  interpreter  is 
implemc~i ted .  Variable lookup \\,ithi11 the  c o n t e s t  o f  
;I logicill frame \\,auld use t h e  i~iterprcter-managed 
s!zmbol tables rathcr than the  symbol tablcs of the  
pli!~sicnl process. 



Summary 

HPF presents  a vnriety of challenges t o  a debugger ,  
inc luding control l ing t h e  p rogram,  examin ing  i ts  call 
stack, a n d  e samin ing  its data,  a n d  user interface impli- 
cations in cach area.  T h e  concep t  o f  logical entities can 
b e  used t o  m a n a g e  m u c h  o f  tlie con t ro l  complexity,  
and a rich data-location mode l  c a n  manage  HPF arrays 
a n d  expressions in\.ol\ling arrays. Many o f  these  ideas 
call apply to o t h e r  d e b u g g i n g  situations.  O n  t h c  su r -  
face, d e b u g g i n g  HPF can appea r  t o  b e  a d a u n t i n g  task. 
Aardvark breaks do\vn t h e  task i n t o  pieces a n d  attacks 
then1 using po\vcr t i~l  es tens ions  t o  hmi l i a r  ideas. 
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