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Abstract

The DECbri dge 500 product
connects Ethernet/802.3
| ocal area networks (LANSs)

to fiber distributed

data interface (FDDI)

LANs and is, therefore,

a fundanental el enment of

an extended LAN. Devel opers
of this product encountered
many techni cal hurdles. The
hi gher data rate and token
ring topol ogy i nherent

in the FDDI technol ogy

i npose several denmands

on any bridgi ng product
connected to an FDDI LAN.
The differences in formats
and size of franes on the
two types of LANs introduce
further requirenments. The
devel opnent team net these
requi renents and delivered
a hi gh-perfornmance product
t hat provi des seanl ess

i ntegration of both LAN

types.

I ntroducti on

Bri dges are essential to
the creation of extended
| ocal area networks (LANSs)
because they provide
transparent forwarding
of traffic between adjacent

Bri dges only forward
traffic destined for other
LANs; local traffic is
confined to its hone LAN.

One inportant function of
bridges is the ability,
under networ k managenent
control, to block traffic
of selected protocol types
or traffic fromspecific
sources. Restricting
unnecessary traffic,
especially nulticast or
broadcast, significantly
i mproves the utilization of
LAN bandwi dt h.

In this paper we first
di scuss the role of the
DECbri dge 500 product
in an FDDI and Ethernet
/802. 3 extended LAN and
outline the design of the
bri dge. We then descri be
the operation of the bridge
by tracing the flow of
LAN traffic through it.
Thi s description gives

i nsight into many of

the conpl ex tasks that a
bri dge nmust performto
connect two dissimlar

LANs. Key points of the
devel opnent et hodol ogy are
al so presented.



LANs.[ 1] Traffic nmay be
forwarded to or from

i ndi vi dual destinations,
to groups of destinations
(multicast), or to al
destinations (broadcast).
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DECbri dge 500 Design
Consi der ati ons

The DECbri dge 500 device
serves as the point of
connecti on between a new
fam ly of LAN products
based on the fiber
distributed data interface
(FDDI') technol ogy and a
| arge installed base of

Et her net/802.3 LANs. The
DECbri dge 500 product nust
nmeet the requirenents of
both LANs to provide a
snmoot h migration path

for Digital's custoners.
Note that Ethernet and
802. 3 have nedi a access
control (MAC) frame formats
that may be used on the
same 10-negabit (M)-per-
second LAN. Throughout
this paper, the expression
Et hernet/802.3 is used to
i dentify such LANs and to
di stinguish them from 100-
Mo- per - second FDDI LANSs.
The terms Ethernet, 802.3,
and FDDI are used when

di scussing the specific MAC
frame formats

System Description

Two typical extended LAN
applications involving
DECbri dge 500 devi ces
are shown in Figure 1.

The backbone application
enpl oys an FDDI LAN to
provi de a hi gh-bandw dth

i nterconnect of multiple

Et her net/802.3 LANs. The
DECbri dge 500 device is the
poi nt of connection between

Devel opnent of the DECbridge 500 Product

requi renents. File servers
and ot her common resources
may al so be part of the

| ocal FDDI LAN. Here, the
role of the DECbridge 500
product is to provide a
path fromthe | ocal work
group to other parts of the
ext ended LAN vi a Ethernet
/802. 3 LANS.



t he Ethernet/802.3 LAN and
t he FDDI backbone LAN. In
the work group application,
FDDI LANs provide localized
connectivity of users,

such as DECstation

5000 wor kst ations, that
have hi gh throughput

2 Digital Technical Journal Vol. 3 No. 2 Spring 1991
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Pr oduct

In either application, the
bri dge nust performthe
foll owi ng functi ons:

o Forward traffic between
nodes residing on two
di fferent LANs

o Prevent (i.e., filter
or not forward) traffic
bet ween nodes on the
same side of the bridge
fromgetting to the LAN
on the other side of the
bri dge

0 Be responsive to
host - based net wor k
managenent, provi ded by,
for example, Digital's
ext ended LAN managenent
sof tware (DECel ns) and
Digital's managenent
control center (DECntc)
product

o Be a proper participant
as an end station on
both LANs to which it is
connect ed

0o Interact with other
bri dges in the topol ogy
of the extended LAN to
prevent redundant paths
or | oops[ 2]

Har dwar e Descri ption

Figure 2 shows a bl ock
di agram of the DECbridge
500 hardware design. The
applications processor
(AP), a subsystem based



on a 68020 nicroprocessor
perfornms initialization
and mai ntenance of the

bri dge hardware as wel

as sone steps involved in
processing frames. The AP
al so acts as the managenent
entity for the bridge.
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The operating prograns

for the AP as well as two
ot her processors, the queue
manager and the transl ation
processor, are stored in

a nonvolatile electrically
erasabl e programmabl e read-
only nenory (EEPROVM) . At
initialization, the AP

di stributes the prograns

to random access nenory
(RAM in the other two
processors' subsystens.

The AP executes much of

its own programdirectly
from the nonvol atile
menory, although sone high-
performance operations are
executed fromstatic RAM

The DECbri dge 500 device
may have an entire

new operating program
downl oaded over the
network and stored in the
nonvol atile menory. This
al l ows rapid updates of
functionality w thout the
need to perform a hardware
upgrade on-site. Program
updates are received via
either of the attached
LANs and stored in an area
of RAMreferred to as the
"l andi ng pad." The AP then
transfers the new program
into the nonvolatile nenory
and initiates a firmware
reset.

The FDDI and Ethernet/802.3
chip sets and sone anal og
interface circuitry provide
connection to the two LANs.
The bridge represents a
single attachnment station

Devel opnent of the DECbridge 500 Product

Each chip set checks
every incomng franme for
integrity. Also, sone
rudi mentary identity,
or address, tests are
applied. Frames that
neet the integrity and
identity requirenents
are then placed in a
packet nenory. The bridge
mai ntai ns a table of
| earned MAC addresses.

The table contains data
for each address that

is used to decide if a
frame should be forwarded
or filtered. The queue
manager i s a subsystem
dedi cated to checking each
frame received in FDD
packet nenory agai nst the
i nformati on contained in
the | earned address table.
Based on this information,
t he queue nmanager deci des
whether to filter the
frame, forward the franme
to the Ethernet/802.3, or
deliver the frame to the
bridge entity for action.

The FDDI and Ethernet/802.3
LANs enpl oy different
data |ink protocols. The
transl ati on processor, a
second 68020 subsystem
exam nes frames to be
forwarded from one side
of the bridge to the other
Each frame is reformatted

to the appropriate outbound
protocol and noved fromthe
i ncom ng packet nmenory to

t he out bound packet nenory.
The two chip sets exam ne
their respective packet



4 Digita

(SAS) on the FDDI ring.

On the Ethernet/802.3 side
of the bridge, switch-

sel ectable ThinWre and
attachnment unit interface
(AUl') connections are
provi ded.
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menories for outbound
frames and transnit them
onto their LANSs.

Physi cal Description The
DECbri dge 500 product is
shown in Figure 3. The
har dware is approxi mately
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7 inches high by 17 inches
wi de by 14 inches deep

and rmay be rack-nmounted or
installed on a tabletop. It
operates over the range of

100 to 240 vol tage AC (VAQC)
at 50 or 60 hertz (Hz).

Figure 3, a photograph,
(DECbri dge 500 Product)
is inserted here in the
bound version only.

Ext ernal signal connectors
are |ocated on the front
edge of the two network
interface cards, FlI and
NI . Each nodul e has |ight-
emtting diodes (LEDs) for
various status functions
and al so diagnostics. In
addition, the AP has a bank
of switches for setting
certain bridge operating
functions.

The power and packagi ng
were designed to sinplify
the swap out of field-
repl aceabl e units (FRUs).
The four |ogic nodul e FRUs
can be replaced through the

front of the box, w thout
opening it. By taking out
only two screws, the outer

An expl oded vi ew of

the bridge is shown in
Figure 4. The el ectronics
is inmplenmented by the
foll owing four |ogic
nodul es:

o AP, the applications
processor

o QM the queue manager
subsystem i ncl udi ng the
| earned address table

o FI, the FDDI chip set
and the FDDI packet
menory

o NI, the Ethernet
/802.3 chip set and
packet nenory and the
transl ati on processor

frequency interference (EM
I RFIL) .

Operation

As nentioned previously,
t he DECbri dge 500 device
forwards traffic between
two different LAN types.
Consequently, the product
devel opnent team faced
several chall enges beyond
t hose encountered in
previ ous bridges that
connect sinilar Ethernet
/802.3 LANs. The princi pal
sources of these new
chal | enges were:

o Higher data rates on the
FDDI LAN. Ethernet/802.3
operates at 10Mo per



shel |l of the case can be
renmoved. This gives access
to the three other FRUs,
nanmely, the power supply,

t he passi ve backpl ane, and
a fan assenbly. The five-

si ded design of the outer
shell results in a product
that is nechanically strong
and provides shielding from
el ectromagnetic and radio
Jour na

Digital Technica

second and has a m ni mum
MAC frane size of 64
bytes. The maxi num frane
arrival rate is 14,880
frames per second (fps).
FDDI operates at a rate
of 100Mb per second and
has a mi ni rum MAC frane
size of 17 bytes. The
maxi mum franme arrival
rate is 446,429 fps, a
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rate 30 tinmes greater
than that of Ethernet
/802. 3.

o Different franme formats.
Et hernet, 802.3, and
FDDI have different MAC
frame formats. Traffic
entering an FDDI LAN
froman Ethernet/802.3
LAN must be properly
translated to an FDD
frame format. This
transl ati on nmust be
performed in such a way
t hat passage through a
second bridge back to
a di fferent Ethernet
/802.3 LAN results in a
frame that recovers its
original frame formt.

o Different frane sizes.
Et hernet and 802.3
differ fromFDDl in
bot h maxi mrum and m ni num
frame sizes. FDD
frames shorter than

the Ethernet and 802.3
m ni mum nmust be padded.
FDDI frames | onger
than the Ethernet and
802. 3 maxi mum cannot
be forwarded, with the
exception of specia
protocol types, which
nmust be broken into
mul tiple, smaller
frames.

bj ectives

The bridge can only forward
frames fromthe FDDI LAN to

500 Product

itself, and frames to be
di scarded.
To comply with Digital's

bri dge architecture

speci fication and the

| EEE st andard 802.1d for
bri dges, the bridge nust
exam ne all incom ng
frames.[2] It nust

i dentify, set aside, and
process franes of each
protocol type directed
toitself, in the order
recei ved. To neet product
per formance requirenents,
the bridge must be able
to forward franes at the
full Ethernet/802.3 rate.
A best effort nmust be made
to buffer franmes received

in bursts exceeding that
rate. Frames shoul d not

be erroneously discarded.
Results of this conpliance
visible to the network user
are:

o Transparency. Nodes
across the extended LAN
operate as if they were
connected to the sane
LAN.

o Stability. The paths in
the LAN remai n constant
yet can reconfigure
around equi pnment changes
with a mninm]loss of
connectivity. Franes

are not duplicated; nor

are they received out of
order.



the Ethernet/802.3 LAN at
the maxi mum rate accepted
by that LAN, i.e., 14,880
fps. Yet the arrival rate
of frames fromthe FDDI LAN
may be in excess of 440, 000
fps. The incoming franes
consi st of an unknown

m xture of frames that need
to be forwarded, franes
directed to the bridge
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Manageabi | i ty. Network
managenent can al ways

observe and contro

t he conponents of the

ext ended LAN.
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Devel opnent of the DECbridge 500
Pr oduct

The operation of the
DECbri dge 500 device is
best descri bed by exani ni ng
the progress made through
the bridge by franes
received fromthe FDD
LAN. Tracing this flow of
traffic al so gives insight
into many of the chall enges
faced by the product's
devel opnent team The
subsystens that process
these franes and the fl ow
of frames through |ogica
gueues in these subsystens
are shown in Figure 5.

The operation of the
subsystens as the franes
progress through themis
descri bed sequentially in
the foll owi ng sections.
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Recei vi ng FDDI Franes

The FDDI chip set in
the bridge places al
received frames in the
FDDI packet menory on the
recei ve queue. Frames in
the FDDI packet nenory can
be accessed by subsystens
in the bridge by using a
virtual address nethod. A
page table nenory is used
to assign a physical 512-
byte buffer to each of 16K
virtual buffers. Queues
contain sequential sets
of virtual buffers. Data
frames are "noved" from one
gueue to another by noving
the virtual address buffer
poi nters from one queue to
anot her .

Frames received fromthe

FDDI LAN may be as |long as
4500 bytes. Frames |onger
than 512 bytes are chai ned,
that is, stored in multiple
buffers. Each buffer has

an associ ated descri ptor

| ongword contai ni ng status
i nformati on about the frame
such as error conditions,
frame |l ength, and flags

i ndicating the start

and end of rmultibuffer
frames. The ability of

the bridge to chain small
buffers to handl e franes of
various sizes increases the
ef ficiency of the packet
menory by mininzing the
anount of unused buffer
space. (Statistically,

LAN traffic has a higher

Devel opnent of the DECbridge 500 Product

and used by the queue
manager and the transl ation
processor subsystens.
Queue Manager Process

The queue manager subsystem
operates on all franes

in the receive queue to
deternmine if they should

be di scarded, forwarded

to the Ethernet/802.3 LAN,
or received and processed
by the bridge managenent
entity. Discarded franes
are returned to the receive
gqueue; the remaining franes
are placed on the forward
or bridge queues. The queue
manager constantly nakes
updates to the table of

| ear ned addresses based on
source addresses observed
on the FDDI LAN

The queue nanager's
operational decisions are
based on the follow ng
dat a:

o The frame descriptor
cont ai ni ng assorted
status information such
as transmi ssion errors
and franme | ength

o The frame control field
speci fying the type of
frame

o0 The type and quantity
of frames previously
received (used to
prevent a flood of
any one type of frame
from bl ocki ng out other
types)

o A |earned database



content of shorter franes.) cont ai ni ng addresses

Thus, nore buffers are nmade i ndi cating on which
avail abl e to handl e bursts si de of the bridge

of traffic. Additional each MAC is |ocated and
i nformati on about buffer special filtering status
status is contained in the i nformati on assigned to
page table nenory. This each address by network
information i s generated managenent

8 Digital Technical Journal Vol. 3 No. 2 Spring 1991
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The gate array burster
(GAB) allows the queue
manager to access the
FDDI packet nmenory. This
application-specific
integrated circuit (ASIC)
is a specialized direct
menory access (DMA) devi ce.
It is capable of noving
selected fields or large
sections of frames into
or out of FDDI packet
menory. The objects may be
noved either into interna
hol di ng regi sters for
exam nation by the queue
manager engine or directly
to destinations such as
registers in the table
| ookup engine (TLU). Note
that the GAB used in the
queue menager subsystem
is the sane device used in
the transl ation processor,
whi ch is discussed |ater
in this paper. These
two subsystens have nany
simlar requirenents,
but each al so has uni que
requi renents. Using
one GAB design for both
subsystens reduced the
overal | devel opment effort.

The tabl e address RAM

and the TLU are key
conmponents of the queue
manager. The RAM contai ns

a table of up to 16K 48-
bit addresses. Each address
al so has status bits that
determ ne what action

the bridge should take
when a franme's source or
destinati on address matches

address is found, the TLU
presents that status to the
gueue maenager processor

O herwi se, the TLU gives

t he gqueue manager processor
a programmabl e status

i ndi cati ng whether to
forward or to discard

the frame. A second TLU
port allows the TLU and
the tabl e address RAMto
serve as slaves to the

AP. Thus, destination
address filtering for
traffic received fromthe
Et her net/802. 3 LAN and

t abl e mai nt enance can be
per f or med.

To keep up with the
packet arrival rate, the
queue menager subsystem
makes extensive use of
pi pelining. The queue
manager engi ne operates
concurrently on six
packets. The TLU unit
performs three searches
concurrently: one each
for the source and
destination addresses on
FDDI packets and one source
or destination search on
Et her net/ 802. 3 packets.

Di scardi ng and Keepi ng
Fr ames

The decision to discard a
frame is based principally
on the frame's address or
its contents. The foll ow ng
are typical of franmes that
are discarded:

o Frames destined for
nodes that the bridge



a particular address. The recogni zes as not on

TLU is an ASIC with a port the Ethernet/802.3

that is a slave to the side of the LAN. Also
gueue manager engi ne. net wor k managenent nay
The queue nmanager engine speci fy addresses to be
i nputs an address to the di scarded regardl ess
TLU whi ch scans the RAM of location in the

for that address. If the t opol ogy.
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o0 Frames of either a
reserved or undefined
frame control type.

o Franes that are either
too long or too short.

When a franme is discarded,
its buffers are returned
to the end of the receive
gueue by reassigning them
in the page table.

Frames that are kept
are placed on either the
forward or bridge queues.
Frames ultimtely destined
for the Ethernet/802.3 LAN
are placed on the forward
queue. Frames placed on

the bridge queue, to be
processed internally by
the bridge, are of the
foll owi ng types:

o FDDI station managenent
(SMI) franes

o Digital's extended LAN
managenment sof ware

(DECel ns) franmes or

mai nt enance operation
protocol (MOP) franes

o Spanning tree franes,
cont ai ni ng nessages used
to determ ne the network
t opol ogy and turn
i ndi vi dual bridge ports
on or off to eliminate
pat h redundancy

o Frames containing errors

o Frames placed on
the bridge queue

Devel opnent of the DECbridge 500 Product

transmt additional SMI
frames on the FDDI LAN
Counters

Each frame type is
guaranteed a ni ni num

anount of processing

time by the bridge. If

at any tine the bridge
hol ds too many of any one
frame type, it discards

further franes of that

type. The queue nanager
uses allocation counters to
keep track of the nunber of
forwarded, FDDI SMT, bridge
managenent, spanning tree,
and error franes.

The queue nmanager al so has
counters that summarize its
activity. These counters
are periodically dunped

to the AP and are used to
calculate LAN utilization
statistics required by
net wor k managenent .

Transl ati on

Bri dges operate at and
bel ow the data |ink

I evel in the seven-|ayer

I nternational Standards
Organi zation (ISO)/ Open
System | nt er connecti on
(Csl) reference nodel shown
in Figure 6. The data link
layer is divided into a

| ower MAC subl ayer and an
upper logical link contro
(LLC) sublayer. The LLC



not forwarded to the
Et hernet / 802. 3 LAN.

However, after receiving
and processing these
frames, the bridge may
generate one or nore franes
on either or both LANSs.

For exanpl e, received SMI
frames are never forwarded,
but a given SMI frane

may cause the bridge to
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protocol is specified
in ANSI /| EEE standard
802. 2. [ 3]
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When forwardi ng franes
fromone LAN to anot her

t he DECbri dge 500 device
converts the outgoing frane
to the MAC frane format

of that LAN. This process
is called translation.

Al so, when a franme is
generated by the DECbridge
500 product on either LAN,
the data link frame format
of that LAN is enpl oyed.

By perform ng translation,
t he DECbri dge 500 product
conplies with the | EEE
802. 1d requirenents for
transparent bridging.

Thi s enabl es end nodes
to communi cate across

t he extended LAN as if
the nodes are directly
connected to the same
LAN. An alternative

to translation, called
encapsul ation, is possible,
but it does not conply
with the | EEE 802. 1d
requi renents. Further,
usi ng encapsul ation

puts restrictions on

the configuration of the

net wor k.
The Process

Et hernet, 802.3, and FDD
have different MAC frane
formats. \When Et hernet or
802.3 franes are bridged
to an FDDI LAN, they are
reformatted to the FDD
MAC frame format. The
original MAC type (Ethernet
or 802.3) is indicated by

802.3 MAC protocol. |EEE
standard 802.1 defines a
mechani sm for translating
Et hernet frames into an

| EEE 802.2 format (as

is used on FDDI LANS).
Figure 7 illustrates how
Et hernet frames and two
types of 802.3 LLC franes
are translated into three
different types of FDD
data link franmes.

Maxi mum and mi ni num frame
sizes of the LANs al so

i mpose requi rements on
the translation process.

Et hernet and 802.3 MAC
protocols require a m ni mum
data field I ength of
46 bytes. The FDDI MAC
protocol supports zero-

I ength data fields. Wen
a bridge forwards franes
that originated at nodes on
an FDDI LAN to an Ethernet
/802.3 LAN, the translation
process must add paddi ng
(null bytes) to any short
data fields to bring them
up to the 46-byte m nimum
si ze.

FDDI has a maxi mum frane
si ze of 4500 bytes. The
Et her net/802. 3 maxi mum
frame size is 1518 bytes.
Frames received fromthe
FDDI ring that are | onger
than 1518 bytes after
transl ation are discarded
with the exception of
frames discussed in the
text that follows.

The internet protoco



setting information in the
LLC header. If the frane
passes through a second
FDDI -t o- Et her net / 802. 3
transl ati on at anot her

bri dge, the LLC infornmation
is used to determine if

the bridge should transl ate
the frame into Ethernet or

Digital Technica

(IP) is a widely used,

net wor k-1 ayer protocol.
Nodes on FDDI rings may
generate | P franmes | onger
than the Ethernet/802.3
maxi mum si ze. The DECbri dge
500 product perforns one
function beyond the process
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of transparent bridging.
The bridge breaks up |arge
| P packets into smaller
ones. This function is
supported by IP and is
call ed fragnentation.

W t hout fragnmentation, the
gueue manager woul d di scard
these long I P franes,
preventing conmuni cati on
bet ween nodes on separate
FDDI rings that are linked
by Ethernet/802.3 LANSs.
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Since the translation
process alters frames, the
original cyclic redundancy
check (CRC) field is no
I onger valid. In the
DECbri dge 500 devi ce,
the transl ation process
concurrently verifies the
recei ved CRC, translates
the frame, and generates a
new CRC. This concurrent
processing results in
a high degree of data
integrity.

Address Bit-ordering

The bits of the destination

and source addresses are
transmtted in the reverse
order on FDDI fromthat on

Et hernet/802. 3 data |inks.
Digital's FDDI chip set
perfornms a bit-reversa
operation on receive and
transmt for only the MAC
frames' destination and
source address fields.
Since these MAC fields
are stored inside the

bri dge in | EEE 802. 1,
canoni cal bit-ordering,
only one version of each
address needs to be kept in
t he forwardi ng dat abase.
Al so, when generating
managenent nessages, this
nmet hod of frane storage
allows the bridge to

nove an address fromthe
source or destination
field of a received frane
into the data field of

t he managenent message

wi t hout nodification.

The transl ation processor
consists of principally

a GAB and a translation
engi ne (based on a 68020
subsystenm). The GAB

and transl ati on engi ne

i nteractively copy franes
from FDDI frame nenory

to Ethernet/802.3 frame
menory. Concurrently,

the translation engine
makes changes to the
frame format, and the GAB
cal cul ates both the CRC
of the incom ng frane,
using old bit-ordering,
and generates the CRC of
the translated franme, using
both new bit-ordering and
new frame format.

Frames fromthe forward
queue in FDDI frame nmenory
are thus transl ated and
nmoved to the forward queue
in Ethernet frane nenory.
Frames from the bridge
gueue are separated into
managenment and spanni ng
tree queues in Ethernet
/802.3 frame nenory. The
transl ati on processor
returns buffers fromthe
forward and bridge queues
to the free queue in FDD
frame nmenory. The queue
manager returns buffers
fromthe free queue to the
recei ve queue, nmaking them
available to store newy
recei ved franes.

NI - si de Processing

Frames placed in out put
gueues by the translation
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When cal cul ating the CRC
on inconmi ng packets, or
generating a new CRC on
forwarded packets, the
transl ati on process nust
take into account the bit-
orderi ng.

| mpl enent ati on

Digital Technica

processor are processed
next by the AP. Franes

in the spanning tree and
managenent queues are
destined for the bridge
as a nmanageable entity

on the extended LAN. The
AP processes these franes
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and may generate response

traffic on either the FDD

or the Ethernet/802.3 LAN.
Frames in the forward queue

are subjected to additiona
mat ch or nonmatch filtering
by the AP. These franes

are checked against a |ist

of protocol types | oaded

by network nmanagenent

(e.g., TCP/IP and Appl eTal k
protocol s). Protocol

filtering is often a
useful mechanismto
prevent all franes of

one or nore protoco
types from propagating
across the extended LAN.
The AP al so uses the
tabl e | ookup engine to
check franmes against a
list of source addresses
| oaded in the address
table RAM for filter
/forward requirenents.
Source address filtering
may be used to contain
traffic fromnodes with
an unusually high transmt
rate. In additon, this
filtering my be used

as a formof security to
deny access to nodes that
are masquer adi ng, that
is, transmtting by using
anot her node's address.

The bridge checks franes
agai nst protocol and source
address lists after the
frames have been filtered
by destination address
in the queue nmanager. The
rate of frames here is
| ower, not exceeding the

Devel opnent of the DECbridge 500 Product

The frames in the forward
gueue that pass the
protocol and source address
filters are placed on the
transmt queue of the
Et her net/802. 3 chip set.
The AP must nerge these
frames into the transmt
gqueue with managenent
traffic that the AP has
generated for the Ethernet
/802.3 LAN

NI -t o- FDDI For war di ng

The bridge processes
traffic received fromthe
Et hernet/802.3 LAN i n nuch
the sane way as FDDI LAN
traffic processi ng was
described in the preceding
material. It is essentially
a mrror-inmge process,

but a few significant

di fferences exist.

The | ower arrival rate of
frames fromthe Ethernet
/802. 3 LAN does not
requi re a dedicated frane-
processi ng engi ne such
as the queue manager.
Thus, destination address
filtering is perfornmed
by the AP, which shares
the TLU engi ne and table
address RAM with the queue
manager .

Al so, allocation counters
are not used on Ethernet
/802.3 traffic. The AP
directs all incom ng
traffic into different
queues at full rate.
Unusual Iy high bursts of a
particular frame type could



Et hernet/802.3 LAN rate. overflow a given queue

Perform ng such checki ng on Anot her difference is a
all incoming traffic from requi renent for stations
the FDDI LAN would require placing traffic on the
signi ficant additional FDDI ring. On token ring
conmput ati onal work by the networks, the transnmitting
gueue manager subsystem station is responsible for
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renmoving its own franes
fromthe ring. A typica
station knows which franes
to strip by recognizing its
own address as the source
address. When a bridge
transmits a frame, the
source address is that of
the originating node. In

t he DECbri dge 500 product,
the stripping function

is handled in the FDD
chip set. A bridge strip
algorithmis inplenmented
that generates franes
mar ki ng the end of a bl ock
of transmitted franes and
al so nakes use of counters
for sent and stripped
frames.

Devel opnent Met hodol ogy

It was inportant to get
t he DECbri dge 500 product
to market in as short a
time as possible. The
solidification of the
ANS| FDDI specifications,
coupled with the appearance
of products fromdifferent
vendors, created a finite
wi ndow of opportunity.
At the same tine, the
requi renents to be net
were significant. The next
three sections present
bri ef descriptions of sone
el enents of the devel opnment
nmet hodol ogy that were
enpl oyed to neet the
desi gn requirenents while
optim zing the devel opnent
schedul e.
Utilization of Existing

el ectrical, firmnare, and
nmechani cal and power.
System | evel Design

The AP and the Ethernet
/802. 3 packet nenory of

t he DECbri dge 500 product
correspond approxi mtely
to the processor and
menory of its nost recent
predecessor, the LAN Bridge
200. The high FDDI packet
rate required the use

of a separate processor

to filter incom ng FDD
traffic. Also, another

dedi cated processor was
necessary to performthe
translation function.

(Et her net -t o- Et her net

bri dges do not require a
transl ation function.) The
resulting increase in the
rate at which a processor
accesses frane data
required the devel opnent

of a separate packet nmenory
for the FDDI LAN

El ectri cal Design

The Ethernet interface
and packet nenory designs
again were borrowed from
the LAN Bridge 200 product,
but several extensions
wer e needed. The AP design
is very simlar to the
desi gn of the processor
in the LAN Bridge 200,
but it has several new
features, nanely, a down-
line, |oadable program
menory, a bus system
for comruni cating over
t he backpl ane with other



Technol ogy

The DECbri dge 500

devel opers combi ned
technol ogy from existing
products with their own new
technology in the follow ng
desi gn areas: system |l evel,

Digital Technica

nodul es, and a distributed
interrupt system The queue
manager, the translation
processor, and the FDD
chip set with packet

menory are new designs.

The additional circuitry

Journal Vol. 3 No. 2 Spring 1991



resulted in a multinodul e
system wi th a backpl ane.
Fi rmvar e Desi gn

The DECbri dge 500
product uses the sane
operating system as other
Tel econmuni cati ons and
Net wor k products. Mich of
the firmvare associ ated
with the bridge entity
and wi th Ethernet-side
processi ng was nodified
fromthe LAN Bridge 200
product. The queue nanager
and translation processor
required all new code.
Mechani cal and Power
Desi gns

Previ ous products typically
consi sted of a single
nodul e mounted in a box.
The DECbri dge 500 device
requi red devel oping a
mul ti modul e systemwith
a backplane. The initia
goals were to instal
two, or at nost three,
| ogi ¢ nmodul es. To minim ze
the risk to the nodul e
devel opnent schedul e, a
four-board approach was
adopt ed, which closely
foll ows the bl ock diagram
shown in Figure 2. The
box, the backpl ane, and the
power supply are all new
desi gns.

I ntegration of FDDI
Products and Chip Set
Devel opnent

A strategy was adopted to
maxi m ze the conmmonal ity of
effort in the devel opnent

Devel opnent of the DECbridge 500 Product

test bed for the FDDI chip
set. The test bed design
was expanded m dstream so

t hat separate nodul es could
be added, turning it into

a breadboard for either

a DECconcentrator or a
DECbri dge device. The two
DECbri dge nmodul es cont ai ned
t he queue nmanager, the
transl ati on processor, and
the Ethernet/802.3 chip

set and packet nenory. The
test bed provided the FDD
interface, an FDDI packet
menory, and an application
processor, as well as a
power / packagi ng pl atform
VWi | e eval uation of the

br eadboards was stil

taki ng place, activities
were accel erated to devel op
t he products.

Techni cal Ri sk Analysis

Di fferent approaches
wer e adopted for various
parts of the bridge design
based on technical risk.
Conpl etely new t echnol ogy,
e.g., the queue manager
and the translation
processor, were simulated,
br eadboar ded, and tested.
Areas that were understood
but still new, e.g.,

packet nenory designs,
were evaluated | argely

by gate-level sinulation.
Hi gh- confi dence areas,
such as designs taken from
previ ous products, were
eval uated in the prototype
products.

The DECbri dge 500 product
enpl oys three processors.



of the DECbridge 500 Thus, a lot of the bridge

and the DECconcentrator functionality was in

500 products, and in the firmvare, and changes could
eval uati on of the FDDI chip be made with relatively
set. When a product set little inmpact on the

was defined, plans were in schedul e. Also, in severa

pl ace to devel op a hardware
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i nstances, deficiencies
found in the systemleve
design could be corrected
in the firmvare

Use of Parallel Activities

Several parts of the usua
devel opnent process were
overl apped to mnim ze
time. A combined functiona
and desi gn specification
was generated instead
of going through two
serial stages to produce
separate specifications.
In the hardware design,
nodul e | ayout started
once a confidence factor
was achi eved through
simul ati on. Design reviews
were held concurrently
wi th nodul e | ayout, and
performance simul ation
conti nued throughout the
process. There was a close
i nteraction of the printed
circuit board | ayout
group and the electrica
desi gners.

In product qualification,
a pipelined system of
reliability qualification
testing (RQT), process
qualification testing
(PQT), and interna
/external field test was
set up to accommpdate a
phased rel ease of firmnare
RQT and PQT started with

a functional, subset

rel ease of the firnware
Har dwar e confi dence grew.
After electrical design
verification testing,

corrections to recogni zed
probl enms. A process was
devel oped wher eby new

rel eases were tested for

a few days each in RQT

and at internal field test
sites and then released to
external field test sites.
The down- i ne-upgrade
ability was instrunenta

in allowing us to use this
process.

Concl usi ons

Differences in frane
format, frame |ength, and
transm ssi on speed pl ace
requi renents on an Et hernet
/802. 3-to-FDDI bridge
that are not encountered
in bridges between I|ike
data |inks. The DECbri dge
500 product net these
requi renents by dedicating
one processor subsystem
to the translation
process and another to
the process of filtering
and sorting incom ng FDD
frames. By adhering to the
requi renments of the | EEE
standard for transparent
bri dgi ng, the DECbridge 500
device allows the problem
free interconnection of
FDDI LANs to the |arge
exi sting base of Ethernet
/802. 3 LANS.

The devel opnment team
concl uded that by
performng risk analysis
and havi ng backup pl ans
in place, several parts of



firmvare with the nininmal the standard desi gn process

functionality for field coul d be conpressed or

test was tested briefly overl apped. Fundanental to
in RQT and PQT and then the design was the ability
shipped to the field. New to make renote, nonvolatile
firmvare rel eases were upgrades to the product's
devel oped with increased operating firmare.

functionality as well as
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