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Abstract

The ULTRI X operating
system Digital's version
of the UNI X operating
system supports the
first inplenmentation of
a host networking subsystem
with a fiber distributed
data interface (FDDI)
network adapter. Digital's
FDDI control |l er 700 adapter
provi des a single FDD
attachment for the reduced
i nstruction set conputer
(RI SC) - based, DECstati on
5000 nodel 200 platform
Conbi ned with the ULTRI X
net wor ki ng subsystem this
adapter brings high-speed
comuni cation directly to
t he wor kst ati on.

I ntroducti on

Digital made the decision
to adopt fiber distributed
data interface (FDDI)
| ocal area network (LAN)
technol ogy to follow
Et hernet. Wth the

FDDI system Digital is
devel opi ng products to
support inproved network
per formance such as the

The ULTRI X operating
system supports Digital's
first inplenmentation of
an FDDI host networKking
subsystem A key deci sion
in the ULTRI X FDDI program
was to design an adapter
for reduced instruction
set conputer (RISC)-based
wor kst ati ons. Consequently,
t he DEC FDDI controll er
700 network adapter was
desi gned to support an FDD
single attachnment for the
DECst ati on 5000 nodel 200,
Rl SC- based wor kst ati on.
Thi s support covers the
Def ense Advanced Research
Proj ects Agency (DARPA)

i nternet network protocols
desi gned for the ARPANET
packet - swi t ched network.
The DARPA internet network
protocol s i nclude the

i nternet protocol (IP),
the transni ssion contro
protocol (TCP), and the
user datagram protoco
(UDP) .

Thi s paper begins with an
overview of the ULTRI X
operating system The
sections that follow



hi gh- speed i nterconnecti on present the inplenentation
of workstations. details of the network
and comuni cation driver,
revi ew specific issues
in the ULTRI X FDDI
i mpl emrent ati on, and di scuss
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bot h performance and future
directions.

Overview of the ULTRI X
Operating System

The ULTRI X operating
systemis based on the 4.3
BSD system (BSD refers
to Berkel ey Software
Di stribution, a popul ar
version of the UN X
operating system) As in
ot her systens based on the
UNI X system the ULTRI X
operating system operates
in user and kernel nopdes.
A process running in user
node can be preenpted.
Interrupts are run in the
context of the current
process. A process running
in kernel node voluntarily
relinqui shes control of
the CPU. ULTRI X networ ks
and comuni cations device
drivers run in kernel node.

The ULTRI X operating system

supports network activity

t hrough a wel | -defi ned,

| ayered hierarchy including
user applications, system
calls, and conpile-

time entry points to the
protocol s and communi cation
device drivers. The | ayered
hierarchy is illustrated in
Figure 1.

The user |ayer consists
of applications (e.qg.

el ectronic mail) that use
specific systemcalls to
support network activity.
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systemto associ ate data
with specific clients and
servers. When executing in
kernel npde, the socket
systemcalls perform

the nenory managenent,

the security checking,

and the state managenent
common to all protocols.
When the protocol -comon
processing is conplete, the
operating system accesses

a protocol switch table
contai ning vectors to

prot ocol - speci fi c nodul es.
These nodul es, in turn,
access communi cations
drivers through the network
interface table.



These interprocess-

comuni cation systemcalls
i ncorporate the notion

of a socket and, hence,
are referred to as socket
systemcalls. Sockets are
endpoi nts of conmuni cati on
contai ning informtion
used by the operating
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The ULTRI X envi r onnment
is characterized by a

| ar ge number of servers,
e.g., SUN s NFS system
whi ch all ows renote
access to entire file
systenms, and many network
applications. The servers
support a diverse range
of activities such as
managi ng mail and ensuring
that X W ndow System

managers are avail able

to rempte workstations. The
underlying protocols for
nost of these servers are
TCP, IP, and UDP

ULTRI X Support for the FDD
Syst em Devel oprment Strat egi es
and | ssues

Presentations by Digital's
net wor ki ng architects

in May 1988 brought the
earliest news that Digita
was pursuing a tined token
ring topology (i.e., FDDI)
in contrast to Ethernet,
whi ch enploys a carrier
sense nultiple access with
collision detection (CSMA
/CD) data |ink protocol
Digital's FDDI engineering
program began with product
requi renents for a wiring
concentrator, a bridge
to link Ethernet and

FDDI networks, and an

FDDI adapter to the VAX
conputer. The FDDI program
t eam pl anned only high-end
system di rect connectivity
to the ring. Wrkstations
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However, the ULTRI X
operating system running
network applications on
Rl SC wor kst ati ons was
al ready saturating the
Et hernet. The ULTRI X
engi neering group advocat ed
FDDI adapters, not only for
Rl SC- based servers but al so
for the increasing nunber
of high-end, RISC-based
wor kst at i ons.

ULTRI X and VMS engi neeri ng
groups began architectural
di scussions with the FDD
devel opnent groups to
write requirenents for FDD
adapters for both RI SC and
VAX processors. Due to the
evol ving ULTRI X enphasi s on
Rl SC- based sol utions, the
ULTRI X engi neering group
represented data structure,
vi rtual addressing, and
performance requirenents
for RISC processors,
whil e the VMS engi neering
group represented the
same requirenents
for VAX processors.
Approximately ten
nonths after the initial
network architecture
presentations, the FDD
program team drafted
product requirenents for
the ULTRI X i npl enent ati on,
i ncl udi ng support for an
FDDI wor kstati on adapter.

To provide a workstation
sol ution, menbers of the
ULTRI X engi neering group
had al ready begun to work
with the Low End Network



woul d be connected through Systens (LENS) Group on
t he existing Ethernet an advanced devel opnent
across a bridge. project to define a

wor kst ati on- based FDD
adapter. The team di scussed
alternatives for FDD

wor kst ati on connecti ons,

i ncludi ng the energing
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DECst ati on 5000 node

200 TURBCchannel bus, the
DECst ati on 3100 plug-in
option, and the industry-
standard smal | conputer
systens interface (SCSI)
bus.

Six nmonths into the adapter
advanced devel opnent
project, the internet
comunity confirnmed
interest in TCP/IP
i mpl emrent ati ons for FDD
requi rements by issuing a
draft of the request for
comment, RFC 1103 (recently
renamed RFC 1188), which
defines the encapsul ation
of internet packets on
FDDI networks. Menbers
of the FDDI engi neering
team were instrumental in
provi ding direction for the
internet FDDI task force
nmeeti ngs on RFC 1103 and
the FDDI networ k managenent
i nformati on base (MB). The
draft of RFC 1103 pronpted
i nternet vendors to hastily
i mpl ement FDDI wor kst ati on-
based products and the LENS
group to publish plans for
FDDI connectivity to Rl SC
based workstations with
ULTRI X support.

In Cctober, at the

Interop ' 89 Conference

in San Jose, California,
several internet vendors
showcased FDDI products.
Al t hough Digital did not
show FDDI products at the
conference, this event



pronpted Digital to design
an architecturally sound,

hi gh-quality, FDDI sol ution
to gain a conpetitive edge.
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Soon after the conference,
the FDDI Data Link

Speci fication and the
project plan for ULTRI X
support for the FDDI system
were rel eased. Subsequent
ULTRI X devel opnment efforts
to support the FDDI system
produced new networ ki ng
code for the TURBCchanne
devi ce driver, the data
link |ayer, and the network
| ayer. These efforts
paral |l el ed the TURBCchanne
adapter devel opnent

efforts.

A prototype ULTRI X

i mpl ement ati on successfully
passed 802.2 franmes over

an Ethernet connection, as
requi red by the Anerican
Nati onal Standards
Institute (ANSI) FDDI
standard, to exercise
the data |ink and network

| ayer changes necessary for
FDDI support. The product
announcenent for the
TURBCchannel FDDI adapt er
assigned the official nane
DEC FDDI controller 700 to
the adapter. Prototypes
were delivered in May 1990;
firmvare i ntegration was
conpl eted; and the first
address resol uti on protocol
(ARP) broadcast packet was
sent over an FDDI ring from
an ULTRI X host.

Devi ce driver and
adapter interoperability
probl enms such as tining
consi derations, data
corruption, and perfornmance

Di stributed Data I nterface Networking Subsystem

of the ULTRI X and adapter
combi nation to nearly 40
percent of the entire FDD
bandwi dt h-a factor of four
times greater than existing
Et her net i npl enent ati ons.

At its trade show, DECWORLD
1990, Digital announced

the availability of its
FDDI product offerings.
These included the
DECconcentrator 500 and
DECbri dge 500 products,

and the DEC FDDI controller
700 adapter, which runs
under the ULTRI X operating

system

ULTRI X I nternal s

The inpl ementation of

FDDI support in the ULTRI X
operating systemrequired
t he devel opnment of a
link-1evel architecture
and a network device
driver. Operating system
changes to inprove the
performance of the network
were nmade | ater. The next
two sections describe the

i mpl enmentation of the link-
| evel architecture and the
devi ce driver. Performance
changes are di scussed

in the ULTRI X Net wor k

Per f ormance section.

Data Li nk Support

The ULTRI X operating
system i npl enents both

the internet protocols (TCP
/UDP/1P) and the Digita

Net wor k Architecture



i ssues were solved pronptly (DNA) nodel, including the

by cl ose cooperation Digital data |link interface
bet ween the software and (DLI). In both the internet
har dwar e groups. Sever al and DNA nodel s, the data
addi ti onal performance link defines services
enhancenents were added known as the logical |ink
to the operating system control (LLC) and the nedia
bri ngi ng the perfornmance access control (MAC). A

Digital Technical Journal Vol. 3 No. 2 Spring 1991



ULTRI X Fi ber
| mpl enent ati on

maj or challenge in the

i mpl ementation of ULTRI X
FDDI support was defining
a set of common data link
routines to satisfy the
frame format requirenents
of both internet and DNA
nodel s in a heterogeneous
LAN envi ronnent .

Prior to the introduction
of the FDDI system
all ULTRI X internet
networ ki ng for LANs ran
over Ethernet networks
usi ng Ethernet V2 frane
formats, even though ULTRI X
DLI networki ng supported
both Ethernet V2 and 802.2
LLC franme formats. Figure 2
illustrates the differences
anong the V2 Ethernet and
802. 2 Ethernet and the

FDDI frame formats. V2
and 802.2 franes include
Et her net encapsul ati on;
802. 2 franes consi st of
the MAC, the LLC, and data
segnments. Wen the 802.2
frame is sent over the FDD
system the FDDI franing
adds the FDDI -specific
encapsul ati on, as shown

in Figure 2. In order to
conformto the ANSI FDD
standards, which require
802.2 LLC frame formatting,
menbers of the Internet

Net wor k Wor ki ng Group wote
Internet RFC 1188.[1] This
RFC specifies the rules

for 802.2 LLC encapsul ation
of internet franmes on an
FDDI network. To neet the
needs of both Ethernet and

Di stributed Data I nterface Networking Subsystem

encapsul ation as required
by RFC 1188.

net _out put () Function.
The net _output() function
prepares packets for
transm ssion by ULTRI X

net wor k conmuni cati on
device drivers. |If a driver
requires 802.2 LLC support,
the net _output() function
suppl i es the necessary
header, prefixes the MAC
header, and enqueues the
packet to the appropriate
conmuni cati on driver
for transm ssion.[2]
The function, while
supporting 802.2 LLC
encapsul ati on, does not
precl ude protocol nodul es
from supporting their
own LLC formatting. The
encapsul ation is swtch-
driven so inplenentors can
add special routines to the
switch to either repl ace
or bypass the 802.2 LLC
encapsul ation.

net _read() Function. The
net _read() function is
call ed by the comrunication
drivers and prepares
recei ved packets for
delivery to protoco

nodul es. This function
first identifies the
protocol type from

i nformati on contained in
the MAC and LLC headers,
pl aces the packet on



6 Digita

FDDI networ ks, we designed
and integrated a set of

net wor k- conmon routi nes.
These routines, the net_
output () and the net_read()
functions, support 802.2

Techni cal Journa

Vol .

3

No.

t he correspondi ng queue,
and finally schedul es a
software interrupt to alert
the appropriate protoco
nodul e of the arriving
packet .
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Communi cation Driver

The FDDI controller 700
adapter connects directly
with the DECstation 5000
nodel 200 TURBOchannel bus.
The FDDI controller 700 is
a 100-negabit (M) - per-
second, tined token ring
adapter that supports an
FDDI single attachnment for
t he DECstation 5000 node
200. The adapter provides a
host interface with the
following features: a
packet nenory interface
(PM) gate array for
receive direct nenory
access (DwMA) data transfer;
a packet nenory subsystem
t hat contains one negabyte
(MB) of dynam c random
access nenory (DRAM for
packet store and forward;
and the ability to handle
FDDI ring initialization,
recovery, and SMI frane
processing. (SMI refers
to the ANSI-specified FDD
stati on managenent.[3]) The
adapter is controlled by
a mcroprocessor and uses
Digital's FDDI chip set,
whi ch includes ring nmenory
control (RMC), nedia access
control, and the elasticity
buffer and physical 1ink
manager (ELM . The ULTRI X
conmuni cati on driver
interfaces to the adapter's
port architecture.

The port architecture
defi nes the nmechani sns
to transfer FDDI franes

Di stributed Data I nterface Networking Subsystem

driver data structures, and
the driver data buffers, as
shown in Figure 3.

Each port register is
represented by 16 bits

i n adapter packet nenory.
These registers are
described in Table 1.

The adapter uses six
queues, called port nenory
rings, to exchange data,
events, and commands with
the driver. These port
menory rings, represented
as circular lists of
descriptors, are described
in Tabl e 2. Each descriptor
is associated with a data
buffer in adapter packet
menory or in driver menory.



and control or status

i nformati on between the
comuni cation driver

and the port. The ULTRI X
comuni cation driver
interfaces to the adapter

t hrough six port registers,
six port menory rings, the

Digital Technical Journal Vol.

3

No.
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Table 1

Adapt er Port Regi ster

Regi ster _Nane__ Witten_by_ _Purpose

Port Reset
Port Control A
Port Control B

Port I nterrupt
Event

Port Status

Port I nterrupt
Mask

Driver
Driver
Driver

Adapt er

Adapt er

Driver

Forces the adapter to reset

Control s adapter

operations

I ndicates that the driver is active

Notifies the driver of inportant

events

I ndi cates the adapter status

Masks the adapter

i nterrupt events
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Table 2

Port Menory Rings

Ring Nme_ Purpose___Description

Host Receive Dat a Identifies driver data buffers to

Ri ng Fl ow receive i ncom ng packets

RMC Transm t Dat a Identifies adapter data buffers

Ri ng Fl ow cont ai ni ng packets to transmt

SMI' Recei ve Dat a Used by the driver to route SMI franes

Ri ng Fl ow to the adapter for processing

SMI' Transmi t Dat a Used by the driver to route SMI franes

Ri ng Fl ow to the adapter for processing

Command Ri ng Cont r ol Used by the port driver to initialize,

configure, and nonitor adapter
operations

Unsolicited Cont r ol Used by the adapter to notify the

Events_Ri ng driver_of unsolicited events__
The packet data flow SMTI receive ring, and then
bet ween the adapter and t he adapter queues the
the ULTRI X communi cati on packet to the SMI transmit
driver is also shown in ring after processing. The
Figure 3. For incomng driver is then notified
FDDI packets, the adapter by the adapter to nove
uses a direct nmenory access this packet fromthe SMI
engi ne to nmove the packets transmt queue to the
fromthe adapter nmenory to RMC transmt ring for
the receive data buffers transm ssi on. When the net _
of the driver. These output () function requests
buffers are allocated as to transmt packets, the
4-ki | obyte (KB) pages in driver copies the packets
kernel nenory. Each host fromdriver nenory to the
receive ring descriptor is RMC transit ring, signaling
associated with two receive the adapter to transnmt the
buffers to handl e the packets.

maxi nrum FDDI frame (4500 The comruni cation driver



bytes). To achi eve the

maxi mum r ecei ve throughput,
the driver perforns packet
filtering. If the inconi ng
packet is an LLC frane,

the driver processes it

and calls the net_read()
function. O herw se,

the driver forwards the
packet to the adapter's

Digital Technica

controls and requests

i nformati on fromthe
adapter by issuing commands
t hrough the command ring.
These commands initialize

t he adapter, change the
adapter state, nmodify and
read the packet filter
address table, read data

Journal Vol. 3 No. 2 Spring 1991
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link counters, and read
data link status. In
addition, due to the

evol ving state of the

ANS| SMr speci fication,

the driver function now

all ows the on-1line upgrade
of adapter firmare.[ 3]
Finally, the driver
supports the ability to
recogni ze unsolicited
adapter events communi cat ed
t hrough the unsolicited
events ring. When received,
these events are | ogged
and reported through the
consol e.

ULTRI X Networ k Performance

Performance is a key factor
in the success of Digital's
wor kst ati on FDDI of fering.
A great effort was made to
characterize the DECstation
5000 nachi ne performance
by using the earlier
DECst ati on 3100 wor kstati on
performance results to
hel p set realistic goals.
Both the characterization
and the measurenents were
essential to predict the
performance goals. This
section discusses the |eve
of performance achi eved by
t he DECstation 5000 node
200 running the ULTRI X
operating systemwith
FDDI support. We present
details of the historical
precedence for predicting
FDDI performance, the
evol ution of the ULTRI X
net wor ki ng code, and the

Di stributed Data I nterface Networking Subsystem

We expect FDDI perfornmance
to develop similarly to
that of Ethernet. Early
Et hernet hosts were
unable to utilize nore
than 20 percent of the
avai | abl e networ k bandwi dth
because of the linmited
t hroughput capability of
exi sting processors. The
graph shown in Figure 4
illustrates the historical
performance of severa
di fferent processors using
Et hernet adapters. Note
that since 1983, network
t hroughput has i ncreased
significantly. At sonme tine
after the niddle of the
decade, it was possible to
reach a throughput of 10Mo
per second, a rate high
enough to saturate Ethernet
with a single host.



performance of applications
with the FDDI system

Hi storical Precedence

10 Digital Technical Journal Vol. 3 No. 2 Spring 1991



ULTRI X Fi ber
| mpl enent ati on

Figure 4 also shows that,
in nearly all cases, the
achi evabl e t hr oughput
is limted by the speed
of the processor. In
addition, an experinmenta
constant of 1 mps/M is
nmeasured in cases where
the processor is saturated.
(1 mips equals one nmllion
i nstructions per second.)
This constant neans that 1
m ps of processor speed
is needed to generate
1Mo of network traffic.

For exanple, the 1-nmps

VAX-11/ 780 processor is
able to generate about 1M
of network traffic. The
data presented in Figure

4 shows that a processor
follows the 1 nmips/M ratio
unl ess the adapter becones
alimting factor, as in
the case of the DECstation
3100 system The 1 m ps/ M
ratio allows us to predict
that a 100-m ps processor
is required to saturate
the FDDI system Thus, the
FDDI system satisfies the
t hroughput requirenents of
avail abl e processors and
allows for the growth of
faster processors. Finally,
if the present trend of
doubl i ng processor speed
every two to three years
conti nues, the FDDI graph
will resemble the Ethernet
graph of the 1980s, with

t he saturation of the FDDI
system possible in 1996 or
1997.

Di stributed Data I nterface Networking Subsystem

i nternet networki ng code
was updated to incorporate
per f ormance enhancenents
avail able froma recent

BSD rel ease. Later, ULTRI X
net wor k performance was
further inproved to include
the inmplenmentation of a
dynam ¢ buffer allocation
policy to replace the
inefficient static

al l ocations. Wth FDDI
systenms, the challenge then
becanme adapting the code to
effectively use the higher
net wor k t hroughput.

We attacked this problem
by isolating and optin zing
each networki ng subsystem
The ULTRI X net wor ki ng
code is divided into
three maj or subsystens:
sockets, protocols, and
drivers. Each of these
subsystens can be further
subdi vi ded: sockets into
the systemcall interface
and the socket-to-protoco
interface; protocols
into the I P and UDP
conmponents; and drivers
into the ARP, buffer
managenent, and driver
i nterrupt conponents. We
used kernel profiling, a
means for meking run-tine
measurenents of time spent
in systemlevel routine
calls, and known benchmarks
to track progress.

Usi ng an unreliable
protocol wi thout error
recovery, such as UDP
instead of TCP with



Evol ution of the ULTRI X

I nternet Code

The early inplenmentations
of ULTRI X i nt ernet
net wor ki ng code were based
on robust BSD networ ki ng
code. In 1987, the ULTRI X

Digital Technica

reliability and packet
sequenci ng features, the
packet - per-second (pps)
rate of each conponent

can be easily determ ned.
Figure 5 shows the sizable
packet rate measured

on the DECstation 5000

Journal Vol. 3 No. 2 Spring 1991
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nodel 200 for both the
nonopti m zed and t he

optim zed ULTRI X network,
i.e., before and after

per formance i nprovenents
are incorporated. Note that
the pps rate of each |ayer
reflects inprovenents in
the | ayers bel ow.
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Packet rate values for the
system cal |l through the ARP
conponents are determ ned
by processor speed and
code. Rates bel ow the ARP
depend on adapter speed and
not processor speed. The
packet rate value for the
ARP is the maxi mum packet
rate for a processor.

Wth an optim zed packet
rate, Figure 5 shows a
maxi mum rate of 1230 pps
for the DECstati on 5000
wor kst ation. Since each
test packet contains
4096 bytes, this rate is
equi valent to 40Mo per
second, which is a 40

percent FDDI bandwi dth
utilization.

A significant amunt of
work is performed at the
socket-to-protocol, IP,
and driver start |ayers
because in each case, an
effective copy of the data
is perforned. The socket
| ayer copies data from
the user into the kernel
the I P layer checksuns the
data, and the driver start
routine copies the data to
the adapter. We focused our
efforts on the socket-to-
protocol |ayer and found
t hat consi derabl e processor
time was spent allocating
kernel buffers to hold
the data. Reworking this
code to buffer the data
nore efficiently resulted
in the performance change

Di stributed Data I nterface Networking Subsystem

The greatest long-term
benefit of end-node access
to FDDI will probably
come to those utilizing
a distributed conputing
environnent since this
paradigmrelies heavily
on the performance of
t he underlyi ng network.
Wil e Ethernet currently
serves this growi ng set
of applications well, it
is expected that as the
application demand for
networ k service increases,
so will the total network
bandw dt h and performance
requi renents of the
partici pati ng end node.

Even today, sone users
of distributed network
file systens (e.g., NFS)
will notice a significant
per formance i nprovenent as
a direct result of using
FDDI . This inprovenment

is particularly evident
on cached file reads and
wites, where no disk
access is required but
t he aggregate bandw dth
advant age of FDDI is
beneficial. However,
overall NFS performance
is currently limted by
CPU speed and disk wite
capabilities; so we expect
that with inprovenents in
processor performance, disk
access, and data caching,
net wor k performance at the
| evel provided by FDDI will
soon be essenti al



bet ween the optim zed and
nonopti m zed col unms shown
in Figure 5.

Application of the FDD
System

Digital Technica

Tabl e 3 contai ns FDD

per f or mance neasurenments
with respect to Ethernet
for various applications
and transports at the
application layer. The
spray application is nost
often used to measure how
an unreliable transport
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performs. Applications
such as the BSD rcp (the
renote file copy program
over TCP/IP protocols),
the file transfer protoco
(FTP), and the test TCP
(TTCP) program all neasure
performance of a reliable
transport protocol. An NFS
test is used to neasure
how FDDI perforns as a
file server. Note that,

in all cases except FTP,
performance i nproves by at
| east a factor of two. FTP
does not take advant age

of the larger buffering
gai ned by using the FDD
system and, thus, shows

no performnce change over
Et her net .
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Table 3

Application Performance in Relation to Ethernet

Rat e (Megabits)
(UDP Checksum

RATE ( Megabot s)
(UDP Checksum

Transport ___ Application_on) O f) Change__
TCP rcp 18 18 2X
TCP FTP 5 5 1X
UDP/ NFS NFS Read 20 30 2X (3X)
UDP Spr ay 22 35 2. 5X
(3.3X%)
TCP TTCP 18 18 2X
UDP TTCP 22 38 2. 5X
(4X)
Anot her aspect of network serving as an FDDI router

performance is the routing
function. Using the DEC
FDDI control |l er 700 adapter
t he DECstation 5000 node
200 can perform FDDI -t o-

because we expect this
product feature to be
popul ar. Table 4 shows
the performance results
for a DECstation 5000

FDDI routing, FDDI-to- wor kst ati on performng

Et hernet routing, or both, FDDI -t o- FDDI routing and

for internet traffic. Wth FDDI -t o- Et hernet routi ng,
a built-in Ethernet port both under m ni mal system

and the ability to accept
up to three additiona
TURBCchannel adapters,

a 5000 nodel 200 can
connect to as many as four
di fferent networks.

The performance of

such a host-based

router is difficult to
characterize. A wi de range
of factors influences this

and network | oad. Note that
the data presented for the
TCP- based applications
shows that throughput

is limted by the way

TCP calculates its fl ow
control w ndow when data
is destined for a renote
network. All current TCP

i mpl ement ati ons have this
sane |limtation because al
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per formance, including

the protocols routed, the
ef ficiency of the routing
al gorithms, the system

| oad, and the avail abl e
data |ink bandwi dth.
Nonet hel ess, it is usefu

to consider the performance
of the 5000 nodel 200

Digital Technica

nonl ocal connections mnust
have a small flow contro
wi ndow si ze of 576 bytes
to avoid the saturation
of internmedi ate gateways.
Si nce both Ethernet and
FDDI systenms can transmt
frames | arger than this
flow control w ndow, the
advant age of transmtting

Journal Vol. 3 No. 2 Spring 1991
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maxi mum si zed franes is

| ost. UDP does not have
this limtation; thus,

t hroughput nunbers are only
slightly Iower than in the
nonrouting case.

Table 4

FDDI Routing for a DECstation 5000 Workstation

Et her net - t o- FDDI FDDI -t o- FDDI Rat e
Transport Application__ Rate (Megabits) (nmegabits)
TCP rcp 4.8 4.8
TCP FTP 2.7 2.7
UDP/ NFS NFS Read 8.0 16. 8
UDP Spr ay 9.0 18.0
TCP TTCP 6.4 6.4
Fut ures Stanford University.[4]
This section describes VMIP denonstrates that
sonme areas of research that a reliable transport is
may i npact the use of the achi evable with no greater
FDDI system |Included are over head t han existing
di scussi ons on protocol unreliable transports.
alternatives, future VMIP, therefore, represents
performance work, and how an alternative to TCP
this systemw |l facilitate that woul d nearly double
new software technol ogi es. t he throughput of sone
renote procedure cal
New Protocol s (RPC) applications. Also,
As illustrated in Figure 4, know edge gai ned fromthe
processor speed is the VMIP research may influence
current bottleneck in future internet or open
FDDI throughput. Wile systens interconnection
processor speed continues (Csl) directions.
to increase, energing Future ULTRI X Net wor k

protocol s are meking Per f ormance Wor k



efficient use of avail able
processi ng power and are
yi el ding additional gains
in network perfornmance.

A devel oprent rel evant
to this discussion of
protocol alternatives
is the versatile nessage
transport protocol (VMIP)
research project from

16 Digital Technical Journal Vol.

In addition to exam ning
new protocol s, perfornmance
work is continuing with our
exi sting ULTRI X protocol s.

One area being studied is
data copy. Currently, user
data is copied twi ce as

it traverses the internet
protocol stack. One copy
occurs in the socket

No. 2 Spring 1991
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subsystem and the other
one takes place in the
device driver. Data copies
account for 50 percent of
CPU utilization tinme when
| arge anounts of data are
transferred. Elimnating
one copy can yield

i ncreased performance,
with savings of at |east
25 percent of the tota
processing tine.

An FDDI adapter optim zed

for the internet protoco
stack may al so provide

i mproved perfornmance. This
decrease in processing tine
may result from cal cul ating
i nternet checksuns in the
adapter or from nmoving the
conpl ete protocol stack to
the adapter. For exanple,
researchers have proposed
protocol engi ne chips that
woul d of f-1oad all protoco
processing to custon zed
chips. Wth such real -

time protocol engines,

exi sting processors could
easily out pace current FDD
speeds.

Concl usi ons

Digital brought FDDI to

the ULTRI X workstation to
satisfy the growi ng network
demands of its custoners.
The nunber of network-

i ntensi ve applications

that run on ULTRI X

wor kstations is grow ng

at a fast pace. Graphics

Di stributed Data I nterface Networking Subsystem

vi deo application is

the requi rement of at

| east a 1-MB, continuous
net wor k connecti on,

enough to easily saturate
Et hernet. Even a live audio
application will require

a 200- to 300-KB- per -
second network connecti on.
Clearly, with applications
t hat demand t hese data
rates, FDDI bandwi dth is
necessary.

The DEC FDDI controller

700 adapter brings FDDI to
the desktop. The adapter

is well matched to the
DECst ati on 5000 node

200, joining a 25-m ps
processor to a 100- Mo- per -
second data |ink. As the
next generation of LAN,

FDDI extends the base for
network applications by

al l owi ng those applications
that run on Ethernet to run
faster and by providing the
bandwi dth for a whol e new
generation of applications.
FDDI is the network of the
'90s, as Ethernet was the
network of the '80s.

Acknow edgnent s

We woul d Iike to thank
Kathy W1l de for her early
partici pation on the
proj ect, Kent Ferson
for general support and
encour agenent, and Fred
G over for his help in
revi ewi ng the docunent.



17

and i magi ng applications
have the potential of
generati ng negabytes

of network data. Also

nmul ti medi a applications
can strain FDDI networks
and are not practica

usi ng Ethernet. The best
scenario for a live notion

Digital Technica

Nol an Ring patiently edited
the early draft. Julia Fey
hel ped with the collection
of performance data and
with the data anal ysis.

We woul d especially like

to thank the staff of the
Digital Technical Journa
for their hel p and support.

Journal Vol. 3 No. 2 Spring 1991



ULTRI X Fi ber

| mpl enent ati on

Ref erences

(0]

A Proposed Standard

for the Transm ssion

of | P Datagrans over
FDDI Networ ks, | nternet
Net wor k Wér ki ng Group,

RFC 1188 (October 1990).

Fi ber Distributed Data
Interface (FDDI) -

Token Ring Media Access
Control (MAC), ANSI
X3.139- 1987.

ANSI FDDI Station
Management St andard,
ANSI X3T9.5, Revision
5.1 (Septenber 1989).

Di stributed Data I nterface Networking Subsystem

o W Mason, "VMIP: A High
Per f ormance Transport
Prot ocol ," Connexi ons,
vol. 4, no. 6 (June
1990): 2-10.

CGener al References

A Standard for the
Transm ssion of |IP

Dat agrans over | EEE 802
Net wor ks, | nternet Network

Wor ki ng Group, RFC 1042
(February 1988).

ANSI / | EEE St andards for
Local Area Networks:
Logi cal Link Control, ANSI

/1 EEE Standard 802. 2-1985
(New York: The Institute of
El ectrical and El ectronics
Engi neers, Inc., 1985).



18 Digital Technical Journal Vol. 3 No. 2 Spring 1991

Copyright 1991 Digital Equi pnent Corporation. Forwarding and copying of this
article is permtted for personal and educational purposes w thout fee

provi ded that Digital Equi pment Corporation's copyright is retained with the
article and that the content is not nodified. This article is not to be
distributed for comrerci al advantage. Abstracting with credit of Digita

Equi pment Corporation's authorship is permtted. All rights reserved.



