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ABSTRACT

The A GAswitch systemis a high-performance packet-switching
platformbuilt on a 36-port 100 Mo/s crossbar switching fabric.
The crossbar is data link i ndependent and is capabl e of naking
6.25 million connections per second. Digital's first G GAswi tch
system product uses 2-port FDDI line cards to construct a 22-port
| EEE 802.1d FDDI bridge. The FDDI bridge inplenents distributed
forwarding in hardware to yield forwarding rates in excess of
200, 000 packets per second per port. The G GAswitch systemis

hi ghly avai |l abl e and provi des robust operation in the presence of
over | oad.

| NTRODUCTI ON

The A GAswitch systemis a nultiport packet-switching platform
that combi nes distributed forwardi ng hardware and crossbar
switching to attain very high network performance. When a packet
is received, the receiving line card deci des where to forward the
packet autononously. The ports on a G GAswitch systemare fully

i nterconnected with a custom designed, very |arge-scale
integration (VLSI) crossbar that permts up to 36 sinultaneous
conversations. Data flows through 100 negabits per second (M/s)
poi nt -t o-poi nt connections, rather than through any shared nedia.
Movenent of unicast packets through the G GAswitch systemis
acconpl i shed conpl etely by hardware.

The A GAswitch system can be used to elimnate network hierarchy
and conconitant delay. It can aggregate traffic fromlocal area
networks (LANs) and be used to construct workstation farnms. The
use of LAN and wide area network (WAN) |ine cards meke the

G GAswit ch system suitable for building, canpus, and netropolitan
i nterconnects. The G GAswi tch system provi des robustness and
availability features useful in high-availability applications

i ke financial networks and enterprise backbones.

In this paper, we present an overview of the switch architecture
and discuss the principles influencing its design. W then
describe the inplenentation of an FDDI bridge on the G GAswitch
system pl atform and conclude with the results of performance
nmeasur enents nade during systemtest.

G GAswi t ch SYSTEM ARCHI TECTURE



The A GAswitch systeminplenents Digital's architecture for

swi tched packet networks. The architecture allows fast, sinple
forwardi ng by mapping 48-bit addresses to a short address when a
packet enters the switch, and then forwardi ng packets based on
the short address. A header containing the short address, the
time the packet was received, where it entered the switch, and
other information is prepended to a packet when it enters the
switch. Wen a packet | eaves the switch, the header is renoved,
| eaving the original packet. The architecture al so defines
forwardi ng across nultiple G GAswitch systens and specifies an
algorithmfor rapidly and efficiently arbitrating for crossbar
output ports. This arbitration algorithmis inplenented in the
VLSI, customdesigned Gl GAswitch port interface (GPl) chip

HARDWARE OVERVI EW

Digital's first product to use the G GAswitch platformis a
nodul ar | EEE 802. 1d fiber distributed data interface (FDDI)
bridge with up to 22 ports.[1] The product consists of four
nodul e types: the FDDI line card (FGL), the switch contro
processor (SCP), the clock card, and the crossbar

i nterconnection. The nodul es plug into a backplane in a 19-inch
rack- mount abl e cabinet, which is shown in Figure 1. The power and
cool ing systens provide N+1 redundancy, with

provi sion for battery operation.

[Figure 1 (The G GAswitch System) is not available in ASCI
format. ]

The first line card inplenmented for the G GAswitch systemis a
two-port FDDI |ine card (FG.-2). A four-port version (FG.-4) is
currently under design, as is a nultifunction asynchronous
transfer nmode (ATM |ine card. FGL-2 provides connection to a
nunber of different FDDI physical nedia using nedia-specific
daughter cards. Each port has a | ookup table for network
addresses and associ ated hardware | ookup engi ne and queue
manager. The SCP provi des a nunber of centralized functions,

i ncl udi ng

o] | mpl ement ation of protocols (Internet protocol [IP],
si nmpl e networ k managenent protocol [SNMP], and | EEE
802. 1d spanning tree) above the nedia access contro
(MAC) | ayer

o] Learni ng addresses in cooperation with the line cards

o] Mai nt ai ni ng | oosely consistent |ine card address
dat abases

o] Forwardi ng nul ti cast packets and packets to unknown
destinati ons



o] Switch configuration

o] Net wor k managenent through both the SNWP and the
G GAswi t ch system out - of - band nanagenent port

The cl ock card provides system cl ocki ng and storage for
managenent paraneters, and the crossbar switch nodul e contains
the crossbar proper. The power system controller in the power
subsystem nonitors the power supply front-end units, fans, and
cabi net tenperature.

DESI GN | SSUES

Buil ding a | arge high-performance systemrequires a seem ngly
endl ess series of design decisions and trade-offs. In this
section, we discuss sone of the mmjor issues in the design and
i mpl enentation of the G GAswitch system

Mul ti casting

Al t hough very hi gh packet-forwarding rates for unicast packets
are required to prevent network bottl enecks, considerably | ower
rates achieve the same result for nulticast packets in extended
LANs. Processing nulticast packets on a host is often done in
software. Since a high rate of nulticast traffic on a LAN can
render the connected hosts usel ess, network nmanagers usually
restrict the extent of nulticast packets in a LANwith filters.
Measuri ng extended LAN backbones yields little nmulticast traffic.

The A GAswitch system forwards unicast traffic in a distributed
fashion. Its multicast forwarding i nplenentation, however, is
centralized, and software forwards nost of the multicast traffic.
The A GAswitch systemcan also limt the rate of nulticast
traffic emtted by the switch. The reduced rate of traffic
prevents | ower-speed LANs attached to the switch through bridges
from bei ng rendered i noperabl e by high nulticast rates.

Badl y behaved al gorithms using multicast protocols can render an
extended LAN usel ess. Therefore, the G GAswitch system all ocates
i nternal resources so that forward progress can be made in a LAN
with badly behaved traffic.

Swi tch Fabric

The core of the Gl GAswitch systemis a 100 Mo/s full-dupl ex
crossbar with 36 input ports and 36 output ports, each with a
6-bit data path (36 X 36 X 6). The crossbar is formed from
three 36 X 36 X 2 custom VLSI crossbar chips. Each crossbar

input is paired with a correspondi ng output to forma
dual -si npl ex data path. The G GAswitch system line cards and SCP
are fully interconnected through the crossbar. Data between
nodul es and the crossbar can flow in both directions



si mul t aneousl y.

Using a crossbar as the switch connection (rather than, say, a

hi gh- speed bus) allows cut-through forwardi ng: a packet can be
sent through the crossbar as soon as enough of it has been
received to meke a forwardi ng deci sion. The crossbar allows an

i nput port to be connected to nultiple output ports

simul taneously; this property is used to inplenment multicast. The
6-bit data path through the crossbar provides a raw data-path
speed of 150 Mo/s using a 25 negahertz (MHz) clock. (Five bits
are used to encode each 4-bit synbol; an additional bit provides

parity.)

Each crossbar chip has about 87,000 gates and is inplenmented
usi ng conpl ementary netal - oxi de sem conduct or (CMOS) technol ogy.
The crossbar was designed to conpl enent the FDDI data rate;

hi gher data rates can be accommpdated through the use of hunt
groups, which are explained later in this section. The nmaxi num
connection rate for the crossbar depends on the swtching
overhead, i.e., the efficiency of the crossbar output port
arbitration and the connection setup and tear-down nechani sns.

Crossbar ports in the G GAswitch system have both physical and

| ogi cal addresses. Physical port addresses derive fromthe

backpl ane wiring and are a function of the backplane slot in
which a card resides. Logical port addresses are assigned by the
SCP, which constructs a | ogical -to-physical address mappi ng when
aline card is initialized. Sone of the |ogical port nunber space
is reserved; logical port 0, for exanple, is always associated
with the current SCP

Arbitration Algorithm Wth the exception of some nmintenance
functions, crossbar output port arbitration uses |ogica
addresses. The arbitration mechanism called take-a-ticket, is
simlar to the systemused in delicatessens. A line card that has
a packet to send to a particular output port obtains a ticket
fromthat port indicating its position in line. By observing the
service of those before it, the line card can determ ne when its
turn has arrived and instruct the crosshar to make a connection
to the output port.

The distributed arbitration algorithmis inplenented by GPl chips
on the line cards and SCP. The GPI is a custom desi gned CMOS VLSI
chip with approxi mately 85,000 transistors. Ticket and connection
i nformati on are comuni cated anong GPls over a bus in the switch
backpl ane. Although it is necessary to use backpl ane bus cycles
for crossbar connection setup, an explicit connection tear down
is not perforned. This reduces the connection setup overhead and
doubl es the connection rate. As a result, the G GAswitch system
is capable of making 6.25 mllion connections per second.

Hunt Groups. The GPI allows the sane |ogical address to be
assigned to many physical ports, which together forma hunt
group. To a sender, a hunt group appears to be a single



hi gh-bandwi dth port. There are no restrictions on the size and
menber shi p of a hunt group; the nenbers of a hunt group can be
di stributed across different line cards in the switch. Wen
sending to a hunt group, the take-a-ticket arbitrati on nmechani sm
dynamically distributes traffic across the physical ports
conprising the group, and connection is nmade to the first free
port. No extra tine is required to performthis arbitration and
traffic distribution. A chain of packets traversing a hunt group
may arrive out of order. Since some protocols are intolerant of
out -of -order delivery, the arbitrati on nechani sm has provisions
to force all packets of a particular protocol type to take a
single path through the hunt group

Hunt groups are simlar to the channel groups described by
Pattavi na, but without restrictions on group nmenbership.[2] Hunt
groups in the A GAswitch systemal so differ from channel groups
in that their use introduces no additional sw tching overhead.

Har dwar e support for hunt groups is included in the first version
of the G GAswitch system software for hunt groups is in

devel opnent at this witing.

Addr ess Lookup

A properly operating bridge nust be able to receive every packet
on every port, look up several fields in the packet, and decide
whether to forward or filter (drop) that packet. The worst-case
packet arrival rate on FDDI is over 440,000 packets per second
per port. Since three fields are | ooked up per packet, the FDD
line card needs to perform approximately 1.3 mllion | ookups per
second per port; 880,000 of these are for 48-bit quantities. The
48-bit | ookups nust be done in a table containing 16K entries in
order to accommpdate | arge LANs. The | ookup function is
replicated per port, so the requisite performance nust be
obtained in a manner that mninimzes cost and board area. The
approach used to |l ook up the fields in the received packet
depends upon the number of values in the field.

Cont ent addressabl e nenory (CAM technol ogy currently provides
approximately 1K entries per CAM chip. This nmekes them

i mpractical for inplenenting the 16K address | ookup table but
suitable for the snmaller protocol field |lookup. Earlier Digita
bri dge products use a hardware binary search engine to | ook up
48-bit addresses. Binary search requires on average 13 reads for
a 16K address set; fast, expensive random access nenory (RAM
woul d be needed for the | ookup tables to mnimze the forwarding
| at ency.

To nmeet our | ookup performance goals at reasonable cost, the

FDDI -t o- Gl GAswi t ch network controller (FGC) chip on the line
cards inplenents a highly optinized hash algorithmto |ook up the
destination and source address fields. This |ookup nakes at nost
four reads fromthe off-chip static RAM chips that are al so used
for packet buffering.



The hash function treats each 48-bit address as a 47-degree
polynomial in the Galois field of order 2, G-(2).[3] The hashed
address is obtai ned by the equation:

MX) X A(X) mod & X)

where (X) is the irreducible polynomal, X**48 + X**36 + X**25 +
X**10 + 1; MX) is a nonzero, 47-degree programuable hash multiplier
with coefficients in G-(2); and A(X) is the address expressed as a
47-degree polynonmial with coefficients in GF(2).

The bottom 16 bits of the hashed address is then used as an index
into a 64K-entry hash table. Each hash table entry can be enpty
or can hold a pointer to another table plus a size between 1 to
7, indicating the nunber of addresses that collide in this hash
table entry (i.e., addresses whose bottom 16 bits of their hash
are equal). In the case of a size of 1, either the pointer points
to the | ookup record associated with this address, or the address
is not in the tables but happens to collide with a known address.
To determ ne which is true, the remai ning upper 32 bits of the
hashed address is conpared to the previously conmputed upper 32
bits of the hash of the known address stored in the | ookup
record. One of the properties of this hash function is that it is
a one-to-one and onto mapping fromthe set of 48-bit values to
the sane set. As long as the | ookup table records are not shared
by different hash buckets, conparing the upper 32 bits is
sufficient and | eaves an additional 16 bits of information to be
associ ated with this known address.

In the case where 1<size<7, the pointer stored in

t he hash bucket points to the first entry in a bal anced binary
tree of depth 1, 2, or 3. This binary tree is an array sorted by
t he upper 32 hash remai nder bits. No nore than three nmenory reads
are required to find the | ookup record associated with this
address, or to determ ne that the address is not in the database.

VWhen nmore than seven addresses collide in the sane hash bucket--a
very rare occurrence--the overfl ow addresses are stored in the

G GAswi t ch content-addressable nmemory (GCAM. |f several dozen
overfl ow addresses are added to the GCAM the system determ nes
that it has a poor choice of hash multipliers. It then initiates
a re-hashing operation, whereby the SCP nodul e selects a better
48-bit hash nultiplier and distributes it to the FG.s. The FGs
then rebuild their hash table and | ookup tables using this new
hash multiplier value. The new hash nultiplier is stored in
nonvol atil e menory.

Packet Buffering

The FDDI line card provides both input and out put packet
buffering for each FDDI port. Qutput buffering stores packets
when the outgoing FDDI |ink is busy. Input buffering stores
packets during switch arbitration for the desired destination



port. Both input and output buffers are divided into separate
first-in, first-out (FIFO queues for different traffic types.

Swi tches that have a single FIFO queue per input port are subject
to the phenonenon known as head-of-1ine bl ocking. Head-of-Iine

bl ocki ng occurs when the packet at the front of the queue is
destined for a port that is busy, and packets deeper in the queue
are destined for ports that are not busy.

The effect of head-of-line blocking for fixed-size packets that

have uniformy distributed output port destinations can be

closely estimated by a sinple probability nodel based on

i ndependent trials. This nodel gives a maximum achi evabl e nean
utilization, U~ 1 -- 1/e = 63.2 percent, for switches with nore

than 20 duplex ports. Utilization increases for smaller swtches

(or for smaller active parts of larger switches) and is approxi mately
75 percent for 2 active ports. The independent trial assunption has
been renoved, and the actual nean utilization has been conputed. [ 4]

It is approximtely 60 percent for |arge nunbers of active ports.

Hunt groups also affect utilization. The benefits of hunt groups
on head-of -line bl ocking can be seen by extending the sinple
i ndependent-trial analysis. The estinmated nean utilization is

[ Equati on here. Please see postscript version.]

where n is the nunber of groups, and g is the hunt group size.

In other words, all groups are the sanme size in this nodel, and

the total nunber of switch ports is (n X g). This result is plotted

in Figure 2 along with sinmulation results that renove the i ndependent
trial assunption. The simulation results agree with the anal ysis above
for the case of only one link in each hunt group. Note that adding a
link to a hunt group increases the efficiency of each nenber of the
group in addition to addi ng bandwi dth. These anal ytical and sinmulation
results, docunented in January 1988, also agree with the sinulation
results reported by Pattavina.[2]

[Figure 2 (Effect of Hunt Groups on Utilization) is not available in
ASClI | format.]

The nost inportant factor in head-of-line blocking is the

di stribution of traffic within the switch. When all traffic is
concentrated to a single output, there is zero head-of-Iline

bl ocki ng because traffic behind the head of the Iine cannot nove
any nore easily than the head of the line can nove. To study this
effect, we extended the sinple independent-trial nodel. W
estimated the utilization when the traffic froma |arger set of

i nputs (for exanple, a larger set of workstations) is uniformy
distributed to a smaller set of outputs (for exanple, a smaller
set of file servers). The result is

[ Equati on here. Please see postscript version.]

where c is the nean concentration factor of input ports to output



ports, and n is the nunmber of outputs. This yields a utilization
of 86 percent when an average of two inputs send to each output,
and a utilization of 95 percent when three inputs send to each
output. Note that utilization increases further for smaller
nunbers of active ports or if hunt groups are used.

O her inportant factors in head-of-line blocking are the nature
of the links and the traffic distribution on the |inks. Standard
FDDI is a sinplex link. Sirmulation studies of a Gl GAswitch system
nodel were conducted to deternmine the nean utilization of a set

of standard FDDI |inks. They have shown that utilization reaches
100 percent, despite head-of-1ine blocking, when approximtely 50
Mo/ s of fixed-size packets traffic, uniformy distributed to al
FDDI links in the set, is sent into the switch fromeach FDDI

The reason is that alnost 50 percent of the FDDI bandwi dth is
needed to sink data fromthe switch; hence the switch data path
is only at 50 percent of capacity when the FDDI |inks are 100
percent utilized. This result also applies to duplex T3 (45 M/ s)
and all slower links. In these situations, the switch operates at
wel | below capacity, with little internal queuing.

A nunber of techniques can be used to reduce the effect of
head-of -1ine blocking on Iink efficiency. These include

i ncreasing the speed of the switching fabric and using nore
conpl i cated queui ng nechani sns such as per-port output queues or
addi ng | ookahead to the queue service. Al these techniques raise
the cost and conplexity of the switch; sone of themcan actually
reduce performance for normal traffic. Since our studies |ed us
to believe that head-of-line blocking occurs rarely in a

G GAswitch system and if it does, hunt groups are an effective
means for reducing head-of-1ine bl ocking, we chose not to

i mpl ement nmore costly and conpl ex sol utions.

Robust ness under Overl oad

The network nust remain stable even when the Gl GAswitch systemis
severely stressed. Stability requires tinely participation in the
802. 1d spanning tree when the packet forwarding | oads approach
the worst-case maxi mum The techni ques used to guarantee forward
progress on activities like the spanning tree include
preal | ocati on of nenory to databases and packets, queuing

nmet hods, operating system design, and scheduling techni ques.

Sol utions that provide only robustness are insufficient; they
nmust al so preserve high throughput in the region of overl oad.

Switch Control Processor Queuing and Quota Strategies. The SCP is
the focal point for many packets, including (1) packets to be

fl ooded, (2) 802.1d control packets, (3) intrabox intercard
command (1 CC) packets, and (4) SNWP packets.[5] Sonme of these
packets must be processed in a tinmely manner. The 802.1d contro
packets are part of the 802.1d algorithns and naintain a stable
network topol ogy. The I CCs ensure correct forwardi ng and
filtering of packets by collecting and distributing information



to the various line cards. The SNWMP packets provide nonitoring
and control of the Gl GAswitch system

| nportant packets must be distingui shed and processed even when
the A GAswitch systemis heavily | oaded. The aggregate forwarding
rate for a G GAswitch systemfully populated with FG-2 line
cards is about 4 million packets per second. This is too great a
load for the SCP CPU to handle on its own. The FDDI |ine cards

pl ace i nportant packets in a separate queue for expedi ent
processi ng. Special hardware on the SCP is used to avoid | oss of

i mportant packets.

The crossbar access control (XAC) hardware on the SCP is designed
to avoid the | oss of any inportant packet under overload. To

di stingui sh the packets, the XAC parses each incom ng packet. By
preal |l ocating buffer nenory to each packet type, and by having
the hardware and software cooperate to namintain a strict
accounting of the buffers used by each packet type, the SCP can
guarantee reception of each packet type.

Arriving packets allocated to an exhausted buffer quota are
dropped by the XAC. For instance, packets to be flooded arrive
due to external events and are not rate limted before they reach
the SCP. These packets may be dropped if the SCP is overl oaded.
Some buffer quotas, such as those for | CC packets, can be sized
so that packets are never dropped. Since software is not involved
in the decision to preserve inportant packets or to drop
excessive | oads, high throughput is maintained during periods of
overload. In practice, when the network topology is stable, the
SCP is not overl oaded and packets passing through the SCP for

bri dgi ng are not dropped, even on networks with thousands of
stations. This feature is nost inportant during power-up or

t opol ogy-change transients, to ensure the network progresses to
the stable state.

If the SCP sinply processed packets in FIFO order, reception of
each packet type would be ensured, but tinely processing of

i mportant packets m ght not. Therefore, the first step in any
packet processing is to enqueue the packet for |ater processing.
(Packets may be fully processed and the buffers reclaimed if the
anount of work to do is no greater than the enqueue/ dequeue
overhead.) Since the operating system schedul er services each
queue in turn, splitting into nultiple queues allows the

i mportant packets to bypass the | ess inportant packets.

Mul ti pl e queues are al so used on the output port of the SCP
These software output queues are serviced to produce a hardware
out put queue that is |Iong enough to anortize device driver entry
over heads, yet short enough to bound the service tine for the

| ast packet inserted. Bounding the hardware queue service tine
ensures that the inportant 802.1d control packets convey tinely
information for the distributed spanning tree algorithnms. These
considerations yield the queuing diagram shown in Figure 3.



[Figure 3 (Packet Queuing on the SCP) is not available in
ASClI | format.]

At time tl, packets arriving in nonenpty quotas are transferred
by direct nmenory access (DMA) into dynami ¢ RAM They enter the
har dwar e-recei ved packet queue. At tinme t2, software processes
the recei ved packet queue, limting the per-packet processing to
sinple actions like the enqueui ng of the packet to a task or
process. At time t3, the packet contents are exani ned and the
proper protocol actions executed. This may involve the forwarding
of the arriving packet or the generation of new packets. At tine
t4, packets are noved fromthe software output queues to the
short hardware output queue. At time t5, the packet is
transferred by DMA into the crossbar

Limting Malicious Influences. Using packet types and buffer
gquot as, the SCP can distinguish inportant traffic, |ike bridge
control nmessages, when it is subjected to an overload of bridge
control, unknown destination addresses, and multicast nmessages.
Such sinple distinctions would not, however, prevent a nalicious
station fromconsuning all the buffers for nulticast packets and
al l owi ng starvation of multicast-based protocols. Sone of these
protocols, |like the | P address resolution protocol (ARP), becone
i mportant when they are not allowed to function.[6]

To address this problem the SCP also uses the incoming port to
classify packets. A malicious station can weak havoc on its own
LAN whet her or not the G GAswitch systemis present. By

cl assifying packets by incom ng port, we guarantee sone buffers
for each of the other interfaces and thus ensure conmuni cation
anong them The malicious station is reduced to increasing the

| oad of nui sance background traffic. Region t4 of Figure 3
contains the layer of flooding output queues that sort flooded
packets by source port. Wien forwarding is done by the SCP bridge
code, packets from well-behaved networks can bypass those from
poorly behaved networks.

Fragment ati on of resources introduced by the fine-grained packet
classification could lead to snall buffer quotas and unnecessary
packet |oss. To conpensate for these possibilities, we provided
shared resource pools of buffers and hi gh-throughput, |ow-I atency
packet forwarding in the SCP

Guar anteei ng Forward Progress. |If an interrupt-driven activity is
offered unlimted load and is allowed to attenpt to process the
unlimted |l oad, a "livel ock" condition, where only that activity
executes, can result. Linmting the rate of interrupts allows the
operating system schedul er access to the CPU, so that all parts
of the system can make forward progress in a tinely manner

On the SCP, limting the interrupt rate is acconplished in two
ways. One is to mask the propagation of an interrupt by conbining
it with a software-specified pulse. After an interrupt is



serviced, it is inhibited for the specified tinme by triggering
the start of the pulse. At the cost of hardware conplexity,
software is given a nethod for quick, single-instruction,
fine-grained rate linmting. Another nmethod, suitable for |ess
frequently executed code paths |ike error handling, is to use
software tinmers and interrupt nmask registers to limt the
frequency of an interrupt. Limting the interrupt rate al so has
the beneficial effect of anprtizing interrupt overhead across the
events aggregated behind each interrupt.

Noni nterrupt software inhibits interrupts as part of critica
section processing. If software inhibits interrupts for too |ong,
i nterrupt service code cannot nmake forward progress. By
convention, interrupts are inhibited for alimted tine.

Interrupt servicing can be divided into two types. In the first
type, a fixed sequence of actions is taken, and limting the
interrupt rate is sufficient to limt interrupt execution tine.
Most error processing falls into this category. In the second
type, for all practical purposes, an unbounded response is

requi red. For exanple, if packets arrive faster than driver
software can process them then interrupt execution time can
easily becone unacceptable. Therefore, we need a nechanismto
bound the service tinme. In the packet I/O interrupt exanple, the
device driver polls the mcrosecond clock to neasure service tine
and thereby term nate device driver processing when a bound is
reached. If service is prematurely ternmi nated, then the hardware
continues to post the interrupt, and service is renewed when the
rate-limting mechanismallows the next service period to begin.

Interrupt rate limting can lead to | ower systemthroughput if
the CPU is sonetines idle. This can be avoi ded by augnenting

i nterrupt processing with polled processing when idle cycles
remain after all activities have had sone nmininmal fair share of
t he CPU.

Reliability and Availability

Net work downtinme due to switch failures, repairs, or upgrades of
the A GAswitch systemis |low. Conponents in the A GAswitch system
that could be single points of failure are sinple and thus nore
reliable. Conplex functions (logic and firmvare) are placed on
nodul es that were made redundant. A second SCP, for exanple,

takes control if the first SCP in the G GAswitch systemfails. I|f
a LAN is connected to ports on two different FDDI |ine cards, the
802. 1d spanning tree places one of the ports in backup state;
failure of the operational port causes the backup port to cone
on-1line.

The A GAswitch system all ows one to "hot-swap" (i.e., insert or
renmove without turning off power) the |ine cards, SCP, power
supply front-ends, and fans. The G GAswitch system nmay be powered
fromstation batteries, as is tel ephone equi pnent, to renove
dependency on the AC nmins.



MODULE DETAI LS

In the next section, we describe the functions of the clock card,
the switch control processor, and the FDDI |ine card.

Cl ock Card

The cl ock card generates the system cl ocks for the nodul es and
contains a nunber of centralized system functions. These
functions were placed on the clock card, rather than the

backpl ane, to ensure that the backplane, which is difficult to
replace, is passive and thus nore reliable. These functions

i nclude storing the set of 48-bit | EEE 802 addresses used by the
switch and arbitration of the backplane bus that is used for
connection setup.

Managenment paraneters are placed in a stable store in flash

el ectrically erasabl e progranmabl e read-only nenory (EEPROM) on
the clock card, rather than on SCP nodules. This sinplifies the
task of coordinating updates to the nmanagenent paraneters anong
the SCP nodul es. The SCP nmodul e controlling the box is selected
by the clock card, rather than by a distributed (and nore

conpl ex) election algorithmrun by the SCPs.

The cl ock card maintains and distributes the systemw de tine,
comuni cated to the SCP and |ine cards through shared-nmenory
mai | boxes on their GPlI chips. Mdule insertion and renoval are
di scovered by the clock card, which polls the slots in the
backpl ane over the nodule identification bus interconnecting the
slots. The clock card controls whether power is applied to or
renmoved froma given slot, usually under comand of the SCP. The
clock card al so provides a location for the out-of-band
managenment RS-232 port, although the out-of-band managenent code
executes on the SCP

Placing this set of functionality on the clock card does not
dramatically increase conplexity of that nmodul e or reduce its
reliability. It does, however, significantly reduce the
conplexity and increase the reliability of the system as a whole.

Swi tch Control Processor

The SCP nodul e contains a M PS R3000A CPU with 64-Kkil obyte (kB)

i nstruction and data caches, wite buffer, 16-negabyte (MB) DRAM
2-MB flash nenory, and crossbar access control hardware. Figure 4
shows a di agram of the SCP. The | arge DRAM provi des buffering for
packets forwarded by the SCP and contains the switch address

dat abases. The XAC provi des robust operation in the face of
overload and an efficient packet flooding nmechanismfor highly
popul ated Gl GAswitch systens. The XAC is inplenmented using two
field-progranmebl e gate arrays with auxiliary RAM and support
logic. A major inpetus for choosing the MPS processor was



sof tware devel opnent and sinmul ation tools available at the tine.

[Figure 4 (Switch Control Processor) is not available in
ASClI | format.]

We input address traces fromsinulations of the SCP software to a
cache simulation that al so understood the access cost for the
various parts of the nenory hierarchy beyond the cache. Using the
execution time predicted by the cache sinulation, we were able to
eval uate design trade-offs. For conpil er-generated code, | oads
and stores accounted for about half the executed instructions;
therefore cache size and wite buffer depth are inportant. For
exanpl e, sone integrated versions of the MPS R3000 processor
woul d not performwell in our application. Simulation also
reveal ed that avoiding stale data in the cache by triggering
cache refills accounted for nore than one third of the data cache
nm sses. Consequently, an efficient nmechanismto update the cache
menory is inportant. It is not inportant, however, that all DMA

i nput activity updates the cache. A bridge can forward a packet
by |l ooking at only small portions of it in |lowlevel network
headers.

Cache sinmulation results were also used to optim ze software
conponents. Layers of software were renoved fromthe typica
packet - processi ng code paths, and sone comuonly perforned
operations were recoded in assenbly | anguage, which yiel ded
tighter code and fewer nenory references.

The conventional MPS nethod for forcing the cache to be updated
frommenory incurs three steps of overhead.[7] One step is linear
in the anount of data to be accessed, and the other two are
inefficient for small anpunts of data. During the linear tine
step, the information to be invalidated is specified using a
menory operation per tag while the cache is isolated from menory.
This overhead is avoided on the SCP by tag-bit mani pul ati ons that
cause read nenory operations to update the cache from DRAM No
additional instructions are required to access up-to-date

i nformati on, and the nethod is optinmal for any amount of data.

FDDI Line Card

The FGL contains one FDDI port subsystem per port (two for FGL-2
and four for FA.-4) and a processor subsystem The FDDI port
systenms, shown in Figure 5, are conpletely independent. The
process for sending a packet fromone FDDI LAN to another is the
same, whether or not the two FDDI ports are on the sanme FGL
nodul e or not. The processor subsystem consists of a Mdtorola
68302 mi croprocessor with 1 MB of DRAM 512 kB of read-only
menory (ROM), and 256 kB of flash nenory. The processor subsystem
is used for initial configuration and setup, diagnostics, error

| oggi ng, and firmware functions. The FGL reused nuch firmware
fromother network products, including the DECNIS 600 FDDI |ine
card firmnare; station managenent functions are provided by the
Common Node Software. [ 8]



[Figure 5 (FDDI Line Card for Two Ports) is not available in
ASClI | format.]

The FGL uses daughter cards, called ModPMDs, to inplenment a

vari ety of physical media attachnments, including single- and

nmul ti pl e-node fiber usable for distances of up to 2 and 20

kil ometers, respectively, and unshiel ded, tw sted-pair (UTP)
copper wire, usable up to 100 neters. Both the FGL-2 and the
FGL-4 can support four ModPMDs. The FGL-2 can support one or two
attachnments per FDDI LAN and appear as a single attachnment
station (SAS), dual attachment station (DAS), or Mport,
dependi ng upon the nunmber of MdPMD cards present and managenent
settings. The FGL-4 supports only SAS configurations. The Digita
VLSl FDDI chip set was used to inplenment the protocols for the
FDDI physical |layer and MAC | ayer. Each FDDI LAN can be either an
ANS| standard 100 Mo/s ring or a full-duplex (200 M/ s)
point-to-point link, using Digital's full-duplex FDD
extensions. [ 9]

The heart of the FGL is the bridge forwardi ng conponent, which
consists of two chips designed by Digital: the FDDI-to-G GAswi tch
network controller (FGC) chip and the G GAswi tch content
addressabl e memory (GCAM) chip. It also contains a set of
medi um speed static RAM chi ps used for packet storage and | ookup
t abl es.

The GCAM provi des a 256-entry associative nmenory for | ooking up
various packet fields. It is used to match 1-byte FDDI packet
control fields, 6-byte destination and source addresses, 1l-byte
destination service access point (DSAP) fields, and 5-byte
subnetwor k access protocol service access point (SNAP SAP)
protocol identifiers. The GCAM chip has two data interfaces: a
16-bit interface used by the processor and an 8-bit, read-only
interface that is used for on-the-fly matching of packet fields.
The FGC can initiate a new | ookup in GCAM every 80 nanoseconds.

The FGC chip is a large (approxi mately 250,000 transistors),
240-pin, 1.0-mcroneter gate array that provides all the

hi gh- perf ormance packet queuing and forwardi ng functions on an
FG.. It also controls the packet flow to and fromthe crossbar
and to and fromthe FDDl data link chip set. It queues inbound
and out bound packets, splitting themby type into queues of a
size determ ned by firmvare at start-up tinme. The FGC | ooks up
various FDDI packet fields (1) to determi ne whether or not to
forward a packet and which port to use, (2) to determ ne whether
t he packet contains a new source address and to note when each
source address was |ast heard, and (3) to map packet types to
cl asses used for filtering. It also provides a nunber of packet
and byte counters. The FGC chip is also used in the FDDI I|ine
card for the DECNI'S nul tiprotocol router

FDDI BRI DGE | MPLEMENTATI ON



In the next section, we describe the inplenentation of an FDD
bri dge on the G GAswitch system platform

Packet Fl ow

Figure 6 shows the interconnection of nodules in a G GAswitch
system Only one port of each FDDI |ine card is shown; hardware
is replicated for other ports. Note that the |line cards and SCP
each have dual - si npl ex 100 Mo/ s connections to the crossbar
traffic can flow in both directions sinmultaneously.

[Figure 6 (G GAswitch System Modul es) is not available in
ASClI | format.]

The FGC hardware on the G GAswitch systemline card | ooks up the
sour ce address, destination addresses, and protocol type (which
may i nclude the frane control [FC], DSAP, SNAP SAP, etc. fields)
of each packet received. The result of the | ookup nmay cause the
packet to be filtered or dropped. If the packet is to be
forwarded, a small header is prepended and the packet is placed
on a queue of packets destined for the crossbar. Buffers for

bri dge control traffic are allocated froma separate pool so that
bri dge control traffic cannot be starved by data traffic. Bridge
control traffic is placed in a separate queue for expedient
processi ng.

Most packets travel through the crossbar to another line card,
which transmts the packet on the appropriate FDDI ring. If the
output port is free, the G GAswitch systemw |l forward a packet
as soon as enough of the packet has been received to nake a
forwardi ng decision. This technique, referred to as cut-through
forwardi ng, significantly reduces the latency of the G GAswi tch
system

Some packets are destined for the SCP. These are network
managenment packets, nulticast (and broadcast) packets, and
packets with unknown destinati on addresses. The SCP is
responsi bl e for coordinating the switch-w de resources necessary
to forward multicast and unknown destinati on address packets.

Learni ng and Agi ng

A transparent bridge receives all packets on every LAN connected
to it and notes the bridge port on which each source address was
seen. In this way, the bridge |learns the 48-bit MAC addresses of
nodes in a network. The SCP and |ine cards cooperate to build a
master table of 48-bit address-to-port mappings on the SCP. They
mai ntain a | oose consi stency between the nmaster address table on
the SCP and the per-port translation tables on the |ine cards.

When a line card receives a packet froma source address that is
not inits translation table, it forwards a copy of the packet to
the SCP. The SCP stores the mappi ng between the received port and



the 48-bit address in the nmaster address table and inforns al
the line cards of the new address. The SCP also polls the |ine
cards at regular intervals to | earn new addresses, since it is
possi bl e for the packet copy to be dropped on arrival at the SCP
The FGC hardware on the |line card notes when an address has been
seen by setting a source-seen bit in the addresses' translation
table entry.

Since stations in an extended LAN nay nove, bridges renove
addresses fromtheir forwarding tables if the address has not
been heard from for a managenent-specified time through a process
called aging. In the Gl GAswitch system the line card connected
to a LAN containing an address is responsible for aging the
address. Firmware on FGL scans the translation table and
time-stanps entries that have the source-seen bit set. A second
firmvare task scans the table, placing addresses that have not
been seen for a specified time on a list that is retrieved at
regul ar intervals by the SCP. Aged addresses are marked but not
renoved fromthe table unless it is full; this reduces the
overhead if the address appears again.

The A GAswitch system shoul d respond qui ckly when an address
noves from one port of the switch to another. Many addresses may
nove nearly simultaneously if the LAN topol ogy changes. The fact
that an address is now noticed on a new port can be used to
optim ze the address aging process. A firmvare task on FGL scans
the translation table for addresses that have been seen but are
not owned by this port and places themon a list. The SCP then
retrieves the list and quickly causes the address to be owned by
t he new port.

Mul ticast to Multiple Interfaces

The SCP, rather than the |line cards, sends a packet out nultiple
ports. This sinplifies the line cards and provides centralized

i nformati on about packet flooding in order to avoid overl oadi ng
renote | ower-speed LANs with fl ooded packets. The SCP al | ows
networ k managenent to specify rate limts for unknown
destinations and for mnulticast destination traffic.

Fl oodi ng a packet requires replicating the packet and
transmitting the replicas on a set of ports. During the design of
the fl oodi ng nmechanism we needed to deci de whet her the
replication would take place on the SCP, in hardware or software
or on the line cards. The design criteria included (1) the anmount
of crossbar bandwi dth that is consunmed by the flooding and (2)
the effect of the flooding inplenmentation on the forwarding

per formance of unicast packets.

The size of the switch and the filters that are specified al so
affected this decision. If the typical switch is fully popul ated
with line cards and has no filters set, then one incom ng
nmul ti cast packet is flooded out a | arge nunber of ports. If a



switch has few cards and filters are used to isolate the LANs,
then an incom ng nmulticast packet may not have to be sent out any
port.

Since the crossbar design allows many outputs to be connected to
a single input, a single copy of a packet sent into the crossbar
can be received by multiple FDDI ports simultaneously. This

i mproves the effective bandwi dth of the SCP connection to the
crossbar since fewer iterations of information are required. The
queui ng nmechani snms used to send nulticast connection informtion
over the backplane allow each Iine card port using the nulticast
crossbar facility to receive a copy no nore than one packet tine
after it is ready to do so.

We decided to inplenent flooding using special hardware on the
SCP. The DMA transfers the packet once into a private nenory, and
all iterations proceed fromthat nmenory, thus renoving contention
at the SCP's DRAM The multicast hardware repeatedly transmts
the packet into the crossbar until the backpl ane queui ng

mechani sms signal that all relevant ports have received a copy.

| NTEGRATI ON AND TEST

G GAswi t ch system software devel opnment and test were performed in
parallel with hardware devel opnment. Mst of the SCP software was
devel oped before reliable SCP hardware was avail abl e and before

i ntegration of the various nodul es could proceed in a Gl GAswi tch
system The sinulation of hardware included the SCP's conpl ete
menory map, a sinplified backplane, a sinplified clock card, and
FDDI |ine cards. At run tinme, the progranmer could choose between
line card nodels connected to real networks or real G GAswitch
system FG.s. Instruction and data address references were
extracted fromthe instruction interpreter that understood the
SCP nmenory map.

FGL testing initially proceeded in standal one node wi t hout other
G GAswit ch system nodul es. The FGL firmnvare provi ded a test
mechani smthat allowed | CC packets to be received and transnitted
over a serial port on the nodule. This facility was used to test

| CC processing by sending | CC packets froma host conputer over a
serial line. The next level of testing used pairs of FGs in a

G GAswi t ch system backpl ane. To enul ate the SCP hardware, one FGL
ran debug code that sent |CC packets through the crossbar.

Initial testing of SCP/FGL interaction used the FGL's serial ICC
interface to connect an FGL to SCP software erul ated on

wor kstations. This interface allowed SCP and FGL firmvare to
comuni cate with |1 CC packets and pernitted testing of SCP and FGL
i nteractions before the SCP hardware was ready.

NETWORK MANAGEMENT



The A GAswitch systemis manageabl e via the SNVWP protocol. SNW
uses get and get-next nmessages to exam ne and traverse the
manageabl e objects in the A GAswitch system SNWP uses set
nmessages to control the G GAswitch system

A single SNW set message can mani pulate multiple objects in the
G GAswitch system The objects should change atomically as a
group, with all of them nodified or none of them nodified from
the vi ewpoi nt of the managenent station. If the managenent
station indicates that the A GAswitch systemreported an error
there are no dangling side effects. This is npst advantageous if
t he managenent station maps a single formor command line to a
singl e SNMP set nessage.

The SCP software achieves atom city by checking individual object
val ues, cross-checking object val ues, nodifying object val ues
with logging, and recording comit/abort transactional boundaries
in a phased process. As each object value is nodified, the new
value is logged. If all nodifications succeed, a comrit boundary
is recorded and the SNWP reply is sent. If any nodification
fails, all preceding nodifications for this set operation are
roll ed back, an abort boundary is recorded, and the SNMP reply is
sent.

MEASURED PERFORMANCE

Measuring the performance of a Gl GAswitch systemrequires a
signi ficant amount of specialized equi pnent. We nade our
performance nmeasurenents using proprietary FDDI testers
constructed at Digital. Under the control of a workstation, the
testers can send, receive, and conpare packets at the full FDD
line rate. Wt used 21 testers in conjunction with commercial LAN
anal yzers to neasure performance of the G GAswitch system

The forwarding rate was neasured by injecting a stream of

m ni mum si ze packets froma single input port to a single output
port. This test yields a forwarding rate of 227,000 packets per
second. The forwarding rate in this test is |limted because
connection requests are serialized when the (single) output port
is busy. The arbitration nmechani smallows connections to ports
that are not busy to be established in parallel with ongoing
packet transm ssions. Mdifying the test so that one input port
sends packets to three output ports increases the aggregate
forwarding rate to 270,000 packets per second. W al so nmeasured
the aggregate forwarding rate of a 22-port G GAswitch systemto
be approximately 3.8 nmillion mninmmsized FDDI packets per
second. At very high packet rates, small differences in interna
timng due to synchronization or traffic distribution can
exaggerate differences in the forwarding rate. The difference
bet ween 270, 000 packets per second and 227,000 packets per second
is less than 9 byte tinmes per packet at 100 Mo/ s.

For the Gl GAswitch system the forwarding |atency is nmeasured



fromfirst bit into first bit out of the box. Forwarding | atency
is often nmeasured fromlast bit in to first bit out, but that

nmet hod hi des any del ays associated with packet reception. The
forwardi ng | atency was neasured by injecting a stream of snall
packets into the switch at a low rate, evenly spaced in tinme. The
forwardi ng | atency was determined to be approximtely 14

m croseconds, or approximately 175 byte tines at 100 Mo/s. This
measurenent illustrates the result of applying distributed,

dedi cated hardware to the forwarding path. It includes two 48-bit
addresses and a protocol type | ookup on the incoming |ine card,
the output filtering decision on the outbound |line card, and the
del ays due to connection |latency, data novenent, and
synchroni zati on.

The A GAswitch system filters mnimum sized packets froma

nmul tipl e-access FDDI ring at the line rate, which is

approxi mately 440, 000 packets per second per port. Filtering is
necessary to reject traffic that should not be forwarded through
the switch.

By design, the G GAswitch systemflooding rate is | ower than the
rate for unicast traffic. W neasured the flooding rate to be

2,700 packets per second. Note that a multicast rate of

r inplies transmission of (s X r) packets by the switch, where s is
t he nunber of ports currently on the bridge spanning tree.

Measur enent of G GAswitch system fl ooding rates on real networks
within Digital and at field test sites indicates that the switch
is not a bottleneck for multicast traffic.

CONCLUSI ONS

The A GAswitch systemis a general - purpose, packet-switching
platformthat is data |link independent. Many issues were

consi dered and techni ques were used in its design to achieve
robustness and hi gh performance. The performance of the switch is
anong the highest in the industry. A peak switching rate of 6.25
mllion variable-size packets per second includes support for

| arge hunt groups with no loss in perfornmance. Digital's first
product to include a Gl GAswitch system was a 22-port | EEE 802. 1d
FDDI bridge. Shipnent to general custoners started in June 1993.
A four-port FDDI line card (FG.-4) is in devel opnent. A two-port
G GAswitch systemline card (AG.-2) using ATMis planned for
shipment in May 1994. This card uses nodul ar daughter cards to
provi de interfaces to synchronous optical network (SONET) STS-3c,
synchronous digital hierarchy (SDH) STM1, DS-3, or E3

transm ssion nedi a.

The A GAswitch system can be extended to include other data |inks
such as high-speed serial interface (HSSI), fast Ethernet, and
Fi bre Channel. High-performance routing is al so possible.

The A GAswi tch system has been used successfully in a w de



variety of application areas, including workstation farnms,

hi gh- energy physics, and both LAN and netropolitan area network
(MAN) backbones. One or nore G GAswitch systens can be used to
construct a |arge-scal e WAN backbone that is surrounded by
routers to isolate individual LANs fromthe WAN backbone. A

G GAswit ch system network can be configured to provide the
bandw dt h needed to support thousands of conventional LAN users
as well as energing applications such as |arge-scale video
conferencing, multimedia, and distributed conputing.
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