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ABSTRACT

The DECpc AXP 150 personal conputer is not only the first in
Digital's line of Al pha AXP PC products but also the latest in a
line of experinmental |ow cost systens. This paper traces the

evol ution of these systens, which began several years ago in
Digital's research and advanced devel opnent | aboratories. The
aut hors reveal some of the reasoning behind the engineering

desi gn deci sions, point out ideas that worked well, and

acknow edge ideas that did not work well and were discarded.
Chi ef anpbng the many | essons |learned is that conbining Al pha AXP
m croprocessors and industry-standard system conponents is within
the abilities of any conpetent digital design engi neer

| NTRODUCTI ON

The DECpc AXP 150 systemis Digital's first Al pha AXP persona
conmputer (PC) product that supports the Mcrosoft Wndows NT
operating system This product is the |atest nenber of an

evol utionary series of |owcost systens that take advantage of PC
conponents and standards. Wrk on these systens began severa
years ago in Digital's research and advanced devel opnent

| aboratories.[1] By tracing the evolution of the Al pha AXP PC
fromthe Beta denonstration system (which pioneered the concept
of the Al pha AXP PC) through the Theta system (which incorporated
an Extended Industry Standard Architecture [EISA] bus) to the
DECpc AXP 150 product, this paper shows how experinental systens
sol ved many problens in anticipation of products.

The Al pha AXP PC desi gn phil osophy is sumed up by one of the
DECpc AXP 150 advertising slogans: It's just a PC, only faster

By being culturally conpatible with industry-standard PC systens,
Al pha AXP PC systens can exploit the huge infrastructure of

| ow- cost conponent suppliers supported by the high vol unes of the
PC mar ket pl ace and be cost conmpetitive in that marketpl ace.

Al pha AXP PC systems typically include little functionality in
the base system Many additional capabilities are provided by
option cards via the Industry Standard Architecture (1SA) or ElISA
bus. Such capabilities can be upgraded easily to keep pace with

t echnol ogi cal devel oprments. I n addition, the increasing
fragnmentation of the desktop conputer market has nmade it
virtually inpossible to design a single product that addresses
the needs of all market segnents. By providing option slots,



systenms can be configured to neet a wide variety of custoner
requi renents.

BETA DEMONSTRATI ON SYSTEM

In the early days of the Al pha AXP program (1990), conventi ona
wi sdom said that the DECchi p 21064 ni croprocessor could not be
used to build I owcost conputer systenms--it consumed too much
power, was difficult to cool, and was optinized for I|arge,

hi gh- performance systens.[2,3] Therefore, Digital was not

desi gning any | owcost systens; all product groups were waiting
for a | owcost Al pha AXP CPU, the DECchip 21066 m croprocessor
(whi ch was announced i n Septenber 1993).

I n Decenber 1990, several nenbers of the Sem conduct or

Engi neeri ng Advanced Devel opnent Group (the same group that began
the Al pha AXP architecture devel opnment and desi gned the DECchip
21064 m croprocessor) decided to investigate the feasibility of
produci ng | owcost systems. In February 1991, with the hel p of
Digital's Canbridge Research Laboratory, they began designi ng and
bui l ding a denpnstration system call ed Beta.

Al t hough the Beta system used the sane encl osures, power
suppl i es, expansion bus option cards, and peripherals as

i ndustry-standard PCs, true PC conpatibility was never a goal
The intent was sinply to denpnstrate the feasibility of building
| ow- cost systens; standard PC conponents were used because doing
so elimnated sone design work.

Har dwar e Desi gn

Figure 1 is a block diagram of the Beta denonstrati on system The
har dwar e desi gn was conpl etely synchronous. The DECchi p 21064 CPU
operated at 100 negahertz (MHz) and generated the 25-WVHz cl ock
that ran nost of the logic. The | SA bus interface operated at
8.33 MHz, generated by dividing the 25-MHz cl ock by three.

[Figure 1 (Block Diagram of the Beta Denpnstration System is not
available in ASCI| format.]

The Beta system was packaged in an attractive, |lowprofile,
tabl et op encl osure. The conpact size forced the physica
arrangenent to be cramped, which made cooling the CPU nore
difficult. Because the CPU operated at 100 MHz and t hus

di ssi pated only about 16 watts, it could be cooled by a |arge,
al um num heat sink (6.9 centinmeters [cn] wide by 8.1 cmlong by
2.5 cmdeep) and the 20 |inear centineters per second of

avail abl e airfl ow.

A three-termnal |inear regulator produced the required 3. 3-volt
power. Cooling this regulator was alnost as difficult as cooling
the CPU chip but was acconplished with an off-the-shelf heat sink



and the avail able airfl ow

The backup cache and nmenory systens in previous Al pha AXP designs
wer e absol ute-performance driven, that is, designed to neet

speci fic performance requirements. Usually, these requirenents
were set at the | evel of perfornmance needed to outperform
conpetitors. Workstation performance requirenments tended to
enphasi ze the SPEC benchmark suite.

The Beta system designers took a different approach. They
proposed vari ous backup cache and nenory systens, estimated the
performance and cost of each one, and selected the one that had
the best performance per unit cost (beyond a nini num

absol ut e- performance requirenent).

Utimately, the Beta denponstration system used a 128K-hyte
(128KB) write-back cache that was 128 bits wide and built with

t he 25-nanosecond (ns), 8K-by-18-bit static random access
menories (SRAMs) designed to be used with the Intel 82385 cache
controller. At 25 ns, the SRAMs were sl ow, but by using
48-mi | li anpere (mA) address drivers, incident wave-sw tching, and
AC parallel termnation, it was possible to both read and wite
the cache in 40 ns (four CPU cycles).[4] Witing the cache SRAMs
was sinplified by the fact that, in addition to the normal system
clock (sysclkl), the CPU chip generated a del ayed system cl ock
(syscl k2). This delayed clock had exactly the right timng to be
used as a cache SRAM write pul se. Enabling logic, built using a
7.5-ns programmbl e array | ogic (PAL) device, ensured that the
del ayed cl ock was sent to the cache SRAM only when a write pul se
was actually needed. Variations on this design, shown in nore
detail in Figure 2, have been used in several other Al pha AXP
systenms, including the EB64 (an eval uation board for the DECchip
21064 m croprocessor) and an experinental DECstation 5000 Mbvde
100 daughter card, as well as the Theta and DECpc AXP 150

syst ens.

[Figure 2 (Details of the Beta System Cache) is not available in
ASClI | format.]

Main nmenory used 8 or 16 standard, 9-bit-w de, dynam c

random access nmenory (DRAM, single in-line nenory nodul es
(SIMs). Although the cache was 128 bits wi de, the nenory was
only 64 bits wide and cycled four tinmes, in page node, to deliver
a 32-byte cache line. Main nmenory was protected by 32-bit

| ongword parity that was generated and checked by the CPU and
copied without interpretation to and fromthe backup cache. The
menory controller was built from PALs cl ocked at 25 MHz.

Regi stered devices generated all the control signals, so none of
the PALs needed to be very fast. The | ong m ni num del ay of these
sl ow PALs made cl ock skew managenent easy.

The fact that the 1/0O system needed to be able to performpartia
| ongword direct nmenory access (DMA) writes conplicated the backup
cache and nmenory system because both the cache and nenory were



protected by |ongword parity. After rejecting the options of (1)
storing byte parity in menmory with no parity in the cache and (2)
perform ng read-nodify-wite cycles on partial |longword wites,
the designers selected the Intel 82380 nultifunction periphera
chip. This chip can perform | ongword assenbly and di sassenbly for
narrow DMA peripherals. Partial |ongword DMA wites never worked
properly, however, because this chip did not function exactly as
described in its data sheet. The chip was not used in future

desi gns.

The I/ O systemwas built around an I/O bus that inmtated the
signaling of an Intel 386 DX CPU chip (since the Intel 82380
device was conpatible with the Intel 386 DX chip). Logic between
the nmenory bus and the |/ O bus translated DECchip 21064 cycles
into cycles that ninicked the style of Intel 386 DX cycles. Figure
3 illustrates the translation.

[Figure 3 (Beta System /O Addressing) is not available in ASCl
format. ]

Conplete imtation of the signaling of an Intel CPU requires the
generation of nenory-space reads and wites with byte
granularity, 1/O space reads and wites with byte granularity,
and several special -purpose cycles. However, only a snmall subset
of these cycles (exactly eight) actually needed to be generated
in the Beta system Thus, DECchip 21064 address bits [32..30]
were used to encode the details of the cycle; a single PAL
expanded these 3 bits into the Intel cycle--type signals. An
alternative schenme that stored unencoded Intel cycle--type
signals in a control register was rejected because the contro
regi ster would have to be saved and restored in interrupt
routines.

The external interface of the DECchip 21064 m croprocessor is
strongly biased toward the reading and witing of 32-byte cache
lines; external logic has difficulty gaining access to DECchip
21064 address bits [04..03] and cannot access address bit [02].
Therefore, the Beta system used DECchip 21064 address bits
[29..27] to supply Intel address bits [04..02]. This odd

posi tioni ng, which was chosen because it saved a few parts in the
address path, seemed harm ess; the CPU was so much faster than
the /O that repositioning the | ow order address bits did not
reduce Beta system performance. It was a bad trade-off, however,
because the odd addressing schenme nade witing | ow|evel software
for devices containing buffers (e.g., a PC-style video adapter)
pai nful and error prone.

The |1 SA bus interface connected to the I/0O bus. Since all DVA
control was inside the Intel 82380 chip, the I SA interface
functioned as a sinple slave that translated Intel 386 DX cycl es
into | SA cycles.[5] Once again, the Beta system used address bits
to encode the details of the cycles. Many programrmabl e options
were included because the sensitivity of | SA cards to bus tinmng
was unknown. In fact, the | SA cards that were used could tolerate



wi de variations in bus timng and never required the unusual bus
cycl e options.

The DMA controllers in the Intel 82380 handl ed | SA-bus DVA
transfers and generated the appropriate read and wite requests.
The cache and nenory system responded with the appropriate read
and wite cycles. The refresh controller in the Intel 82380
handl ed menory refresh and generated the appropriate refresh
requests. The nmenory system responded with col um address
strobe--before--row address strobe (CAS-before-RAS) refresh
cycles. In both cases, the Beta systemused the CPU s

hol dReq/ hol dAck protocol (in which the CPU stops and tristates
nost of its pins) to avoid conflicts between the CPU and DMA or
refresh on the cache and/or nenory system

During DMA read cycles, the backup cache read data (in
anticipation) and perforned the tag conmpare operation in paralle
with the RAS-to-CAS delay of the DRAMs. If the reference was a
m ss, then CAS was asserted and the data came fromthe DRAMs. |f
the reference was a hit, then the buffers between the cache data
bus and the nenory data bus were enabled and the data canme from
the cache; the cycle on the DRAMs becane a RAS-only refresh
cycle.

During DMA wite cycles, the data was witten to the DRAMs. The
cache performed the tag conpare operation in parallel with the
RAS-t 0- CAS del ay of the DRAMs. |f the reference was a hit, the
data was written into the backup cache as well (w thout changing
the state of the dirty bit), and the appropriate internal CPU
cache line was invalidated.

The | ocal peripheral interface also connected to the |I/O bus.
This interface included (1) an 82C106 PC Conbo I/O chip from VLSI
Technol ogy, Inc., with a keyboard interface, a nmouse interface,
two serial lines, a parallel printer port, a tine-of-year clock
and a snall SRAM with battery backup; (2) a control register that
contained a few random control bits; and (3) a 64KB erasable
programmabl e read-only nmenory (EPROM) that contained the boot and
consol e code. Code in the DECchip 21064 serial read-only nenory
(ROM copied the EPROMto nmain nmenory for execution, thus
elimnating the need for hardware that could read 32 bytes from
the byte-w de EPROM and assenble the data into a cache line

The hardware was conpleted in a very short tine--about eight
weeks fromthe start of the design to rel easing the databases to
the printed circuit board and assenbly houses. One person did the
| ogi c design, the logic sinmulation, and the timng verification
A second person designed the physical |ayout and solved all the
mechani cal and cooling problenms. A set of quick-turnaround,
conput er - ai ded design (CAD) tools devel oped by Digital's Western
Research Laboratory in Palo Alto, California, allowed concurrent
design verification (with nodifications) and physical design



Sof t ware Design

The Beta system was debugged using a sinple console program

whi ch drove an ordinary ternminal plugged into one of the seria
ports and all owed the designers to peek and poke at nmemory and
I/ O devices. Both the hardware and the sinple console program
wer e debugged in one day, and nobst of that day was spent | ooking
for a single software bug in the CPU chip initialization code.

The designers augnmented the sinple console programto perform
nore extensive diagnostics, drive a standard Intel PC keyboard
and | SA bus display, |oad prograns by name froma file system on
a small conputer systens interface (SCSI) disk using a standard

| SA bus disk controller, and | oad programs by nane via BOOTP over
the Ethernet using a standard | SA bus network controller. Al

this code fit into the 64KB EPROM al beit conpressed.

Eventual |y, the designers built a fairly conplete version of the
UNI X operating systemfor the Beta system starting fromthe port
of the Berkeley Software Devel opnent (BSD)-based ULTRI X system
built for the original Al pha AXP Devel opnent Unit.[6] This UN X
system i ncluded a port of X11R5, believed to be the first 64-bit
X11 server ever built.[7]

Per f or mance

The CPU performance of the Beta systemwas estimated to be 70 for
i nteger (SPEC dhrystone, eqntott, espresso) and 65 for floating
poi nt (SPEC fpppp, matrix300, tontatv). A systemwith a
128-bit-wi de cache and a 128-bit-w de nenory woul d have had a
performance of 70 integer and 75 floating point. A systemwith a
64-bit-wi de cache and a 64-bit-wi de nenory woul d have had a
performance of 65 integer and 55 floating point. Al these
estimates were obtained froma trace-driven performance nodel of
the DECchi p 21064 CPU, the backup cache, and the nenory system

The ISA bus |inmted the 1/0O performance of the Beta systemto
approxi mately 4 negabytes per second (MB/s). Thus, Beta is the
nost unbal anced Al pha AXP system ever designed.

Qut come

Digital ultimately built 35 Beta dempnstration systens, which
were used in many presentations, including a stockhol ders’
neeting and a private denonstration for Bill Gates at M crosoft
Corporation. The Beta nmachi nes were proof that the DECchip 21064
m croprocessor could be used to build | owend systenms and
pronmpted a nunber of | ow end system projects to be started. Beta
systens were used in the early devel opnment of the Al pha AXP
version of the Wndows NT operating system

Al t hough many aspects of the Beta design worked well, dealing



with the PC option cards did not go snmoothly. The designers knew
that there was not nuch | ow | evel programing docunentation

avail abl e and took care to select option cards based on very

| arge-scale integration (VLSI) chips for which good docunentation
coul d be obtained. They were often astounded, however, at how
difficult these devices were to program and how often they did
not work exactly as described. By the end of the project, it was
clear to the designers that they could use PC conponents to build
interesting systens. It was equally evident that PC option cards
could be difficult to use, since little or none of the |owleve
software provided by the option cards' supplier (basic |I/0O system
[BI OS] ROM code, Ms-DOS device drivers, or user code that
mani pul ated the option card directly) was usable. Video graphics
array (VGA) cards proved to be particularly troubl esone, since
they tended to conformto the VGA programing standard only after
code in their BIOS ROM perfornmed a nodul e-specific initialization
sequence.

THETA SYSTEM

The next step in the evolution of the Al pha AXP PC took place in
the winter and spring of 1992 with the design of the Theta
system This machi ne was based on the Beta design but used the
El SA bus, driven by the Intel 82350DT chip set.[8] Figure 4 is
the bl ock diagram of the Theta system In addition to replacing
the ISA /O systemwith an EISA I/O system the Theta design
stored its firnmvare in flash EPROM and used an |/ O bus that
imtated the signaling of an Intel 486 DX CPU chip

[Figure 4 (Block Diagramof the Theta System) is not available in
ASClI | format.]

The Theta designers nmade several nistakes because they |acked a
conpl ete understandi ng of the nuances of industry-standard PC
architecture. For exanple, the El SA bus uses special nenory read
and wite signals when accessing the first 1M byte (1MB) of
menory. The designers were not aware that one chip in the EI SA
chip set was checking address ranges for another chip in the set.
Consequently, they did not realize that the address map they had
chosen for their system would cause the range check to fail. This
failure woul d bl ock the generation of the special nmenory read and
write signals and thus nake the buffer menmory in a network card

i naccessible. Further, it is not clear that the Theta designers
coul d have determ ned that this would occur fromthe chip set
dat a sheet al one.

Digital built few Theta systens, and little system software ever
ran on these systens. The Theta project, however, provided an
envi ronnent for |earning how to use the Intel 82350DT ElI SA chip
set in an Al pha AXP system The project team devel oped an
extensive set of exercisers for popular ElISA cards, which were
very useful in the devel opment of future systens.



DECpc AXP 150 PRODUCT

The charter for the design and manufacture of the DECpc AXP 150
product, code-nanmed Jensen, belonged to the Entry Level Solutions
Busi ness in Ayr, Scotland, which had previously designed the
successful line of McroVAX 3100 systens. However, Digital felt
that it was inmportant to incorporate the know edge gai ned through
the Beta and Theta system devel opnent efforts in Massachusetts
into this new product. The "tiger team’ that was assenbled in
March 1992 to define and design the product gave rise to a unique
partnershi p anong devel opnment, qualification, and manufacturing
groups in Hudson and Maynard, Massachusetts, and in Ayr,

Scotl and. The fact that the system was designed by a tiger team
faced with a short, fixed schedule had a powerful effect on the
architecture. The ampunt of tine avail able for design work was
deternmi ned by cal cul ati ng backward fromthe time when the system
was needed. The systeminplenented the best architecture that
coul d be designed in the 12-week period avail able for design.

The schedul e was extrenely tight, as the following Iist of
m | estones indicates:

Dat e
(1992) Ml estone

Mar 26 Assenble tiger team

May 29 Conplete prelimnary schematics

Jun 1 Begi n | ayout

Jun 29 Conpl ete schematics, begin parts sourcing
Jul 7 Begi n prototype build

Jul 28 Conplete prototype build, begin debug

Aug 5 Ship first prototype (actual date)

Aug 10 Ship first prototype (schedul ed date)

The M crosoft W ndows NT operating system was sel ected as the
design center for the product. This decision nade designing to an
aggressive schedul e even nore difficult. The port of the W ndows
NT systemto the Al pha AXP architecture was begi nning at about
the sane tinme, and there were still many unknowns. This problem
was sol ved by quickly establishing a close working relationship
with key technical contributors in the Wndows NT group

resulting in a design teamthat spanned eight tinme zones.

The tiger team s original intention was to base the product on
the Theta design. A careful design review, however, showed that
the Theta design was not well suited to high-vol unme manufacture.
In fact, the Theta design did not inplenment sone of the nore
esoteric aspects of the ElI SA standard, such as the asynchronous
timng of translated | SA direct master cycles, and could not be
easily nodified to do so. Therefore, a new I/ O system desi gn was
needed. This requirenment caused a schedul e problemfor the

W ndows NT group. To solve the problem the tiger team quickly
defined the software-visible characteristics of the system



desi gned a special version of the Theta machi ne (which

i mpl emented this definition) and built 10 nachi nes. The design
team del i vered these systens, called Theta-11, to the Wndows NT
group in early June 1992. The group used Theta-Il systens unti
actual DECpc AXP 150 machines arrived in August 1992.

The DECpc AXP 150 product uses the sane encl osure as the DECpc
433ST Intel -based PC. Since this enclosure was intended to hold a
mul ti board system the designers' original intention was to build
a multiboard systemas well. To save tine, however, the designers
put the entire CPU, cache, nmenory, and core |I/O systemonto the
not her board and placed all the conplicated I/0O devices (disk,
network, display) on ElISA option cards. Placing these devices on
option cards had an additional advantage. Many systeml eve

deci sions (such as which video controller to use) were renoved
fromthe critical path and were, in fact, changed several tines
as the project evolved.

Because the delivery schedule was tight, the designers needed to
ensure that the first-pass boards were nearly production quality
(since many systenms would be built using first-pass boards). The
desi gners had el ectronmagnetic conpatibility (EMC), thermal,
assenbly, and test experts critique the design and incorporated
as many of their suggestions as possible into the first-pass
boards. Dealing with these design issues early in the schedule
del ayed the rel ease of the first system boards but saved tine
overall because the usual flurry of changes required by

regul atory testing and manufacturi ng was avoi ded.

Har dwar e Desi gn

The DECpc AXP 150 hardware design is conpletely synchronous. The
DECchi p 21064 CPU chip operates at 150 MHz and generates the
25-MHz clock that runs nost of the logic. Sections of the I/O
systemrun at 8.33 MHz, generated by the ElISA chip set. The
original plan included a 256KB backup cache built with the

16K- deep version of the SRAMs used in the Beta and Theta systens.
The desi gners di scovered, however, that the 32K-by-9-bit SRAMs
used to build caches for Intel 486 DX systens were so inexpensive
that building a 512KB backup cache was | ess expensive than
bui | di ng a 256KB cache. The designers reused the sane basic cache
design used in the Beta and Theta systens, although two copies of
the cache address are needed because there are twi ce as many
SRAMs. This design, with 17-ns SRAMs, allows the CPU to read the
cache in 32 ns and wite the cache in 40 ns. Figure 5 is a block
di agram of the DECps AXP 150 product.

[Figure 5 (Bl ock Diagram of the DECpc AXP 150 Product) is not
available in ASCI| format.]

The nmenory system was redesigned to be 128 bits wide (to increase
performance), to use 36-bit-wide SIMW (to save space), to handle
both 1M and 4Mdeep SI MV, and to handl e both the single- and



doubl e- banked versions of the SI M. Because system software
strongly prefers to have contiguous nmenory, the design includes
some hardware so that configuration software can arrange the
avail able menmory into a dense block starting at location O.

Main nmenory is protected by |ongword parity, as in the Beta and
Theta systens. The nmenory controller transforns partial | ongword
DVMA writes into read-nodify-wite cycles. The | atching and
mergi ng functions are perfornmed in the 74FCT652 transceivers
situated between the nmenory bus and the |I/O bus. The registers in
the transceivers make it possible to check the parity of the old
data at the same tinme as the new data is witten, meking the
read-modi fy-wite cycle faster

The W ndows NT operating systemrequires that a bl ock of

physi cal |y conti guous addresses on an |/O bus need only be napped
into a single block of virtually contiguous addresses in the
virtual address space. Thus, schenes that place |ow order Inte
address bits and/or byte enables in high-order Al pha AXP address
bits (like the ones used on the Beta and Theta systens) are
unaccept abl e. The DECpc AXP 150 product, therefore, uses a new
schene, developed jointly by the hardware and software designers.
This scheme places the loworder Intel address bits and the width
of the cycle in |ow order Al pha AXP address bits. Figure 6
illustrates the translation.

[Figure 6 (DECpc AXP 150 1/0O Addressing) is not available in
ASClI | format.]

The DECchi p 21066/ 21068 mi croprocessors and the DECchip 21070
chip set use a simlar mapping but make two small inprovenents.
First, they shift the Al pha AXP address 2 bits to the right,

whi ch nakes the Intel addressing w ndow 128MB in size. Second,
they add a special check to make accessing the | owest 1MB of the
Intel nenory space nore efficient, since a number of inportant
peri pheral s have hardwi red address assi gnnments between 640KB and
896KB.

The local 1/0O systenms in the DECpc AXP 150 and Theta systens are
simlar. The only exception is that the Al pha AXP 150 system has
the additional flash EPROM needed to support the consol e
interfaces for the Wndows NT operating system (thus conforning
to the Advanced RI SC Conputing [ ARC] specification) and the DEC
OSF/ 1 AXP and OpenVMS AXP operating systens (thus conformng to
the Al pha AXP consol e architecture). The designers consi dered
rearrangi ng the addressing and placing the industry-standard
peri pherals (those in the VLSI Technol ogy Conbo I/0O chip) at
their usual places in the ElI SA address space. This plan was
rejected to ensure that the console firmvare coul d comrunicate
with the serial lines and be used to debug the EISA I/ O system

The EISA 1 /O systemwas tricky to design because the Inte
82350DT EI SA chip set was intended to be used in a systemwith a
very different architecture. After careful analysis of the



problem only three truly difficult issues were evident.

1. Cock skew. The ElISA bus clock is generated by
synchronous logic (inside the Intel 82350DT chip set)
runni ng on the system cl ock; however, the del ays between
the EI SA bus clock and bus control signals, conmbined with
the delays in the ElISA bus clock generator itself, nake
it inpossible to use ElI SA bus control signals as inputs
to synchronous | ogic running on the systemclock. This
probl em was sol ved by inplenenting the EI SA control |ogic
as two interlocked state nmachines. The first machine runs
on the ElI SA bus cl ock, and the second machi ne runs on the
system cl ock sanpling the outputs of the first one. Inte
uses a simlar schene in their 82350DT exanpl e desi gns.

2. Flow control on partial longword wites. |In the DECpc
AXP 150 system the backup cache and nmaein nenory are
protected by |ongword parity. This conplicates DVA wites
of less than a | ongword. Such writes need to be
i mpl enented as read-nmodi fy-wite sequences, and the
timng of the ElI SA byte-enable signals (which tell the
DVA logic if a read-modify-write cycle is needed) make it
i mpossible to extend the cycle using the normal EI SA fl ow
control mechani sm (EXRDY). The designers solved this
probl em by stretching the EI SA bus cl ock when needed; the
Intel ElISA chip set has | ogic (HSTRETCH) for doing this.
The short bus clock stretch does not affect any option
that conforns to the EI SA bus specification.

3. |ISA direct masters. The Intel 82350DT chip set contains
logic that translates | SA direct nmaster cycles into
ordi nary ElI SA cycles. These ElI SA cycl es, however, have
somewhat unusual timng; they contain events that are not
synchroni zed to the ElI SA bus cl ock. The nost difficult
part of dealing with this timng was deternining that
these events could actually happen. Making it work
required sinply that sone key transceiver control signals
be generated conbinatorially.

The arbiter in the Intel 82350DT chip set responds to bus
requests (e.g., EISA bus masters or the DVMA controllers inside

t he 82350DT chip set), stops the CPU using the DECchip 21064
CPU s hol dReq/ hol dAck protocol, and takes control of the cache
and nmenory system Wen the CPUis in hold, the nmenory controller
wat ches for ElISA nenory cycles ained at the | ow 256MB of nenory
and performs the appropriate read, wite, read-nodify-wite, or
refresh cycles. The cache cycles at the sanme tine as nenory,
reading and witing as required. The timing is tighter than in
previ ous machi nes, but making it work required only a carefu

pl acenent of the critical parts. No attenpt was made to allow the
processor to run during DMA, partially to keep the design sinple
(ElI' SA bursts are not required to be sequential) and partially to
avoid risk. Intel systens built with the 82350DT chip set stop
the CPU during DMA. Introducing parallelismcould have revealed a



lingering bug in the chip set that no other system had
encount er ed.

Sof t ware Design

The designers used a custom version of the Theta-Il firmwvare to
debug the first DECpc AXP 150 systens. The systens were
operational in less than half a day after they arrived fromthe
assenbly house. Al npbst inmmediately, the debugging firmvare was
repl aced by the first version of the production firmare,

devel oped jointly by the DECpc AXP 150 and the W ndows NT
firmvare teans.

The first group to receive shipnent of the systems was the
W ndows NT group, who had been using the Theta-I11 nmachines. Their
software worked instantly; they only had to fix a single bug that

had been concealed by a bug in the Theta-11 systens. The group
used both systens until enough DECpc AXP 150 systens were
avail abl e, at which point the Theta-I1l systens were

deconmm ssi oned.

Next, the OpenVMs and DEC OSF/ 1 groups took delivery of systens.
Maki ng each of these two systens operational on a DECpc AXP 150
machi ne was a sl ow process because this was the first tinme that
many of the devel opers had dealt with PC hardware. Once
operational, however, the systens stabilized rapidly.

The designers di scovered few hardware problens as the operating
system work progressed. Sonme hardware problens were discovered in
the EI SA option cards, when software attenpted to use the cards
in a manner unlike that of the MS-DOS operating system These
probl ems were tracked down with the help of option card vendors.

Per f or mance

The CPU perfornmance of the system nmet project expectations. The
ori ginal design concept targeted 100 SPECmar k89, and sinul ations
i ndicated that the 150-MHz systemwi th 512KB cache woul d achi eve
this rating. As with any new system performance tuning is an

i mportant part of the devel opnment activity. Table 1 shows the
performance results as of January 1994 for the DECpc AXP 150
system and for sonme of its conpetitors, all running

i ndustry-standard benchmarks under the M crosoft Wndows NT
operating system Descriptions of these benchmarks, as well as of
t he hardware and software configurations used to nmeke the
nmeasurenents, can be found in the Al pha AXP Personal Conputer
Per f ormance Bri ef--W ndows NT. [ 9]

Table 1 DECpc AXP 150 Benchmark Perfornmance under the W ndows NT
Operating System



M PS Conput er

Digital Gateway 2000 Systens
Benchmar k Metric DECpc AXP 150 P5 60 Hz Magnum 75/ 150 MHz
Byte, numeric sort Sorts/s 36.0 11.4 33.6
Byte, string sort Bytes/s 136M 40. 4M 123M
Byte, bit fields Ops/ s 7.6M 2.2M 7.8M
Byte, enulated float FLOPS 2977 974 4597
Byte, sinple FPU Bytes/s 5.4M 2.7TM 3. 9M
Byte, transcendentals Coeffs/s 867 334 538
Dhrystone V1.1 DM PS 175.1 68.9 68. 7
Dhrystone V2.1 DM PS 161.5 61.6 59. 8
CLi npack 100 x 100 MFLOPS 22.2 8.0 7.4 (double
prec.)
CWhet st one KW PS 95.5 34.0 36.7 (double
prec.)

Conparing the performnce of the DECpc AXP 150 system to DEC 3000
AXP wor kstation performance is difficult. Mst performance
nmeasur enents have been nmade under the W ndows NT operating
system wusing the conpilers and libraries appropriate for that
system and the W ndows NT operating system does not run on DEC
3000 AXP systens. As shown in Table 2, the SPEC benchmark suite,
runni ng under the DEC OSF/ 1 AXP operating system denonstrates
that the DECpc AXP 150 system perforns |ike a m drange DEC 3000
AXP system These results are not surprising because the only
real difference between the two systens is the DECpc AXP 150
machi ne's slightly slower nmenmory system [ 10]

Table 2 DECpc AXP 150 and DEC 3000 AXP Benchmark Performance
under the DEC OSF/ 1 AXP Operating System

System SPECi nt 92 SPECSf p92

DEC 3000 AXP Mbdel 600 114 162

DEC 3000 AXP Mbdel 500 84 128

DEC 3000 AXP Mbdel 400 75 112

DECpc AXP 150 77 110 (V1.3A-4)
DEC 3000 AXP Mbdel 300 66 92

Wi | e adequate for many applications, the I/O performance of the
DECpc AXP 150 systemis limted not only by the EISA bus (which
has a peak bandwi dth of 33 MB/s) but also by the Intel 82350DT
El SA chip set. The chip set is designed to be used with Inte

m croprocessors, and considerable I/O perfornmance is |ost
reconciling Intel control signals with DECchip 21064 contro
signals. For this reason, the peak bandwi dth of the EISA bus in
the DECpc AXP 150 systemis only 25 MB/s. The chip set also

wast es El SA bus bandwi dth while perform ng i nternal operations.



One network adapter could transfer only 16 MB/s because of
excessi ve El SA bus request latency introduced by the 82350DT chip
set.

Qut come

The DECpc AXP 150 product was first shown in public on October
28, 1992, by Bill Gates at Wndows on Wall Street, a presentation
of the Wndows NT operating systemfor nore than 1, 000 Wl

Street analysts. The machi ne was subsequently shown at the Al pha
AXP introduction and in both Digital's and Mcrosoft's boot hs at
the 1992 Fall COVDEX conference in Las Vegas. There, the product
was a finalist for "best systemof show," mssing the title by
only one vote despite |limted advertising. Digital formally
announced the system at the 1993 Spring COVDEX conference,
coincident with Mcrosoft's rollout of the Wndows NT operating
system The DECpc AXP 150 product continues to receive good
reviews and awards fromthe PC nedia.

Lessons Lear ned

Engi neers involved in the Beta, Theta, and DECpc AXP 150 projects
| earned many | essons during the evolution of the these systens.
Chi ef anpong these | essons are the follow ng:

1. Conmbining Digital's Al pha AXP m croprocessors and
i ndustry-standard system conponents was fairly
straightforward and certainly within the abilities of any
conpetent digital design engineer

2. Even though many engi neers shy away from evol utionary
desi gn because it |acks the glamur of doing things from
scratch, evolution is a fine nmethodol ogy. This is
especially true if the cost of each step along the way is
smal | . Each new Al pha AXP PC elim nated the obvi ous
shortcomi ngs of the previous designs, yet the risk of the
system not working was small because npst of the design
was copied fromthe predecessor.

3. The interchip and system buses designed with Intel CPUs
in mnd (e.g., |ISA EISA and Peripheral Conponent
I nterconnect [PClI]) can be used in non-lntel systens.
Desi gning the correct interfaces, however, may require
multiple iterations. Digital engineers nmade three
iterations before arriving at what seens to be a good
mappi ng from Al pha AXP program|/O cycles to Inte
program |/ O cycl es.

4. Sonetines, the best way to show that sonmething is
possible is to build a denmonstration unit. When the Beta
system was desi gned, few believed that | owend Al pha AXP
systenms could be built. Nonbelievers found it difficult



to defend their position in the presence of a working
conput er.

5. Clear goals can nmake devel opnent proceed faster, since
alternatives that run counter to the goals need little
anal ysis--they can sinply be rejected. The
time-to-market goal of the DECpc AXP 150 project was an
extrene exanpl e. Designers needed only to consider
alternatives that allowed neeting the tight schedul e.

6. Qualification, test, and assenbly issues nust be
addressed as part of the design rather than as annoying
details to be addressed | ater. Addressing these issues
during the design phase nay delay the delivery of the
prototype, but doing so helps to ensure that the
prototype is of high quality and to avoid the risk of
| onger delays later in the project.

7. A good CAD systemis a valuable asset. Because our CAD
system was designed for rapid turnaround, it was possible
to make significant changes to designs as new data
appeared or when urgent needs arose. The Theta-Il board
design was rel eased five days after the designers
concluded that it was needed.
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