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ABSTRACT

Digital's Al phaServer multiprocessor systens are high-performance
servers that conbine rultiprocessing technology with PC-style I/0O
subsystens. The system architecture allows four processing nodes,
four menmory nodes (up to a maxi mumof 2 GB), and two |/ O nodes.
Al'l nodes conmmuni cate through a system bus. The system bus was
designed to support nultiple generations of Al pha processor
technol ogy. The architecture can be inplenented in different

ways, depending on the size of the system packagi ng.

| NTRODUCTI ON

The Al phaServer 2100 (|l arge pedestal) and the Al phaServer 2000
(smal | pedestal) servers fromDigital comnbine multiprocessing
Al pha technology with an I/O subsystemtraditionally associated
with personal computers (PCs). The 1/0O subsystemin the

Al phaServer systens is based on the Peripheral Conponent

I nterconnect (PCl) and the Extended |Industry Standard
Architecture (ElISA) buses. All Al phaServer products, including
t he Al phaServer 2100 cabi net version, share comon technol ogy and
support at |east three generations of the Al pha processor. In
addition, the servers support three operating systens:

M crosoft's Wndows NT version 3.5, and Digital's DEC OSF/ 1
version 3.0 (and higher) and OpenVMs version 6.1 (and higher).

The Al phaServer systens are designhed to be general - purpose
servers for PC local area network (LAN) and dat abase
applications. Al nodels of the system use a conmon

mul ti processi ng bus interconnect that supports different nunbers
of nodes, depending on the system configuration. The systens
share a comon CPU, nenory, and |/O architecture. The nunber of
CPUs, the anpunt of nenory, the nunber of 1/0O slots, and the
anount of internal storage vary dependi ng on the nechanica
packagi ng. The flexibility of the architecture allows the quick
devel opnent of new and enhanced systens.

Thi s paper discusses the transformation of a set of requirenents
i nto high-performance, cost-effective product inplenentations.
The foll owi ng section describes the evolution of the Al phaServer
design from an advanced devel oprment project into a design
project. The paper then describes the CPU nodul e, the

nmul ti processor system bus, and the nmenory nodul e. Subsequent



sections discuss nmodul e and silicon technology and the

hi gh-availability features incorporated into the design. The
paper ends with a performance sumrary and concl usi ons about the
proj ect.

CONCEPT DEVELOPMENT

The engi neering investigations of a client-server system
originated froma busi ness need that Digital perceived when it

i ntroduced the first systems to incorporate the Al pha technol ogy
inlate 1992. Anopng Digital's first products in the server narket
were the DEC 4000 hi gh-perfornmance departmental system the DEC
3000 desksi de workstation/server, and the ElI SA-based Al pha PC
The lack of an explicitly identified, general-purpose system for
the m d-range system market generated many requests from
Digital's McroVAX Il system custoners. Requests fromthese
custoners propelled the Al phaServer product devel opnent effort.

From t he begi nning of the project, two nmgjor constraints were

evi dent: The schedul e required a product by mid-1994, and the
budget was |inmted. Accordingly, the product teamwas required to
| everage ot her devel oprments or to find newer, |ess costly ways of
achi eving the product goals. Wrk on the Al phaServer systens
started as a joint effort between an advanced devel opnment team
and a business planning team The busi ness team devel oped market
profiles and a |ist of features wi thout which the system would
not be conpetitive. The business team followed a market-driven
pricing nmodel. The profit expected fromthe systemdictated the
product cost for the system This cost is referred to as
"transfer cost." The business team s cost requirenent was
critical: if it could not be nmet, the project would be cancel ed.
Furthernore, the entry-level systemwas required to

1. Support at least two CPUs, with performance for a single
CPU to yield 120 SPECmar ks and 100+ transacti ons per
second (TPS) on the TPC- A benchnark.

2. Support at least 1 gigabyte (GB) of menory.

3. Support rmultiple 1/0O buses with at |east six option slots
supported on the base system

4. Provide high-availability features such as redundant
power supplies, redundant array of inexpensive disks
(RAID), "warm swap" of drives, and clustering.

5. Provide a nunber of critical system connectivity options,
i ncluding Ethernet, fiber distributed data interface
(FDDI'), and synchronous controllers.

6. Support the Wndows NT, the DEC OSF/ 1, and the OpenVMS
operating systens.



G ven these criteria, the engineering team decided to base the
devel opnent of the new server on concepts taken fromtwo Digita
products and conbine themw th the encl osures, power supplies,
and options commonly associated with PCs. The DEC 4000 server is
a multiprocessor systemw th a Futurebus+ |I/O subsystem it

provi ded the basis for the multiprocessor bus design.[1] The
DECpc 150 PC is a uniprocessor systemw th an EI SA |/ O subsystem
it provided a nodel for designing an |/ O subsystem capabl e of
runni ng the Wndows NT operating system The engi neering team
chose PC-style peripherals because of their |ow cost.

A strategic decision was nade to incorporate the energi ng PCl bus
into the product in addition to the ElI SA bus. Major PC vendors
had expressed high interest in its devel opnent, and they believed
the PClI bus would gain acceptance by the PC comunity. The PCl
bus provi des a hi gh-performance, |owcost |1/0O channel that all ows
connections to many options such as small conputer systens
interface (SCSI) adapters and other common PC peripherals.

After the initial design had been conpl eted, changi ng market and
conpetitive environments inposed additional requirenents on the
desi gn team

1. The initial transfer cost goal was reduced by
approximately 13 percent.

2. Support for a maxi mum of four processor nodul es was
necessary.

To nmeet these new requirenments, the design team had to nodify the
system desi gn during the product devel opnent phase.

SYSTEM OVERVI EW

The base architecture devel oped for Digital's Al phaServer

nmul ti processor systens allows four processing nodes, four menory
nodes (up to a maxinumof 2 GB), and two |/ O nodes. All nodes
comuni cate through a system bus. The system bus was designhed to
support nultiple generations of Al pha processor technol ogy. The
architecture can be inplenmented in different ways, dependi ng on
the size of the system packaging. It is flexible enough to neet a
variety of market needs. Two inplenentations of the architecture
are the Al phaServer 2100 and the Al phaServer 2000 products.
Figure 1 is a block diagram of the Al phaServer 2100

i mpl ementation of the architecture.

[Figure 1 (Block Diagram of the Al phaServer 2100 System
Architecture) is not available in ASCII format.]

In the Al phaServer 2100 | arge pedestal server, the system bus
supports eight nodes. It is inplenented on a backpl ane that has
seven sl ots. The seven slots can be configured to support up to
four processors. Due to the number of slots avail able, the server



supports only 1 GB of nenory when four processors are installed.
It supports the full 2 GB of nenory with three processors or

| ess. The eighth node, which is the system bus-to-PCl bridge, is
resident on the backplane. This provides a 32-bit PCl bus that
operates at 33 nmegahertz (MHz). It is referred to as the primary
PCl bus on the system

A second |/ O bridge can be installed in one of the system bus
slots. This option, which will be available in 1995, w Il provide
a 64-bit PCl bus for the system A 64-bit PCl is an extension of
a 32-bit PCl bus with a wider data bus. It operates at 33 MHz and
is conpletely interoperable with the 32-bit PClI specification.][?2]
Options designed for the 32-bit PClI bus will also work in a
64-bit PCl slot.

El SA sl ots are supported through a bridge on the primary PCl bus
on the system Only one ElI SA bus can be supported in the system
since many of the addresses used by ElI SA options are fixed.[ 3]
Support of a single ElISA bus is not perceived as an i ssue given
the mgration fromthe EI SA bus to the nuch higher perform ng PCl
bus. The maxi mum supported bandwi dth on an EI SA bus is 33
nmegabyt es per second (MB/s) versus the maxi mum bandwi dth on a
32-bit PClI bus of 132 MB/s. The EISA bus is used in the system
for support of ol der adapters that have not migrated to PCl

The Al phaServer 2000 snall pedestal system supports five nodes on
the system bus. The backpl ane provi des four system bus slots,

al l owi ng a maxi mum confi guration of two processor nodul es and two
menory nodul es. The system bus-to-PCl bridge resides on the
backpl ane and is the fifth node. A system bus slot can al so be
used to support the optional second I/O bridge.

The Al phaServer 2100 cabi net systemis a racknountabl e version of
the | arge pedestal Al phaServer 2100 system The racknountable
unit provides a highly avail able configuration of the pedesta
system It incorporates two separate backpl anes. One backpl ane
supports eight system bus nodes that are inplenmented as seven
system bus slots. The eighth node (the system bus-to-PCl bridge)
resi des on the backplane. The second backpl ane provides the 1/0O
sl ots. The number and configuration of I/O slots are identical to
the Al phaServer 2100 pedestal system The racknount unit provides
m ni mal storage capacity. Additional storage is supported in the
cabi net version through StorageWrks shel ves. These storage

shel ves can be powered independently of the base systemunit,
provi ding a highly avail abl e configuration.

Table 1 gives the specifications for the Al phaServer 2100 and the
Al phaServer 2000 pedestal systens. Information on the cabinet
version is not included because its characteristics are simlar
to the Al phaServer 2100 | arge pedestal version. Al

mul ti processi ng nenbers of the Al phaServer famly use the sane
processor and menory nodul es and differ only in system packagi ng
and backpl ane inplementations. This illustrates the flexibility
of the architecture devel oped for the system and decreases the



devel opnent tinme for new nodel s.

Table 1 Al phaServer System Specifications

Speci fications Lar ge Pedest al Smal | Pedest a
Al phaServer Al phaServer
2100 2000
System System

Hei ght, inches 27.6 23.8

W dt h, inches 16.9 16.9

Dept h, inches 31.9 25.6

Maxi mrum DC power out put, 600 400

watts per supply

Nunmber of system slots 7 4

Nunmber of processors supported 4 2

M ni mum menory 32 MB 32 MB

Maxi mum menory 2 GB 640 MB

Embedded /O controllers supported 1 1

Optional 1/0O controllers supported 1 1

32-bit PCl slots 3 3

64-bit PCl slots (on separate 1/O 2 2

controll er nodul e)*

El SA slots 8 7

Serial ports 2 2

Paral | el port 1 1

Et hernet ports (AU and 10Base-T) 1

Not integra
to system

Comrent s

Two possi bl e
per system
in either

r edundant

or current
shared

node

Up to 18
tota

net wor k
ports
supported
on system
via PCl
and El SA



options

SCSI Il controller 1 1
Renmovabl e nedi a bays 3 2
I nternal warm swap drive slots 16 8

* Future option
CPU MODULE

The CPU nodul e contains an Al pha processor, a secondary cache,
and bus interface application specific integrated circuits
(ASICs). As previously nmentioned, the systemarchitecture all ows
nmul ti pl e processor generations. Miltiple variations of the
processor nodul e are available for the system but different

vari ati ons cannot be used in the sanme system Software has timng
| oops that depend on the speed of the processor and cannot

guar antee synchroni zati on between processors of different speeds.
The CPU nodul es provide a range of perfornmance and cost options
for the system owner.

The cost-focused processor nmodul e uses the Al pha 21064 processor
operating at 190 MHz. This chip was designed with Digital's
fourth-generation conpl enmentary netal -oxi de sem conduct or ( CMOS)
technol ogy. It has separate on-chip caches for instruction and
data. The instruction cache holds 8 kil obytes (KB) of nmenory, and
the data cache holds 8 KB. The 1-MB second-I|evel data cache is

i mpl emented i n 15-nanosecond (ns) static random access nmenory
(SRAM) devices. It is a wite-back, direct-mpped cache. The
access tine to the second-level cache is a nultiple of the CPU
clock cycle. The use of 15-ns SRAMs resulted in a read-and-wite
cycle time of 26.3 ns to the second-level cache. This is a
five-times multiple of the CPU cycle tine. The additional 11.3 ns
is needed for round-trip etch delay and address buffer delay. The
use of 12-ns SRAMs was consi dered, but the read-and-wite cycle
time would have to decrease to 21 ns to inprove perfornmance. The
reduction of 3 ns was not sufficient to neet the timng

requi renents of the nodule; therefore, the less costly 15-ns
SRAMs wer e used.

Hi gher performance processor nodul es are also available for the
system These nodul es are based on the Al pha 21064A processor

whi ch was designed using fifth-generati on CMOS technol ogy. The

Al pha 21064A processor nodul e operates at 275 MHz. The processor
has separate on-chip instruction and data caches. The 16-KB

i nstruction cache is direct mapped, and the 16-KB data cache is a
2-way, set-associative cache. The backup cache holds 4 MB of
menory. The conbi nation of higher processor speed, |arger

i nternal on-chip caches, and a | arge second-I|evel cache reduces
the nunber of accesses to main nenory and processes data at a



hi gher rate. As a result, the performance of the systemis
i ncreased by approximately 20 percent.

MULTI PROCESSOR SYSTEM BUS

The technol ogy devel oped for the system bus in the DEC 4000
departnental server provided the basis for the nultiprocessor bus
desi gned for the Al phaServer system|[1l] The system bus in the DEC
4000 product has the follow ng features:

1. The 128-bit multiplexed address and data bus operates at
a 24-ns cycle tine. The bus runs synchronously.

2. The bus supports two CPU nodes, four nenory nodes, and a
single 1/0O node.

3. The bus supports addressing for block transfer only. A
bl ock is 32 bytes of data.

4. 1/Ois treated as either primary or secondary. Primary
I/Orefers to devices that could respond w thout stalling
the system bus. This designation is restricted mainly to
control and status registers (CSRs) that exist on system
bus nodes, e.g., the 1/0 bridge.

5. Al I1/Oon rempte buses is referred to as secondary I/0O
and is accessed via a mail box protocol. Ml boxes were
i nvented to hide slow accesses to CSRs on renote /0O
buses.

A CSR read could potentially take 1 to 10 m croseconds,
which is very slowrelative to the processor cycle tine.
The bus is "nonpended," which nmeans it would stall during
a slow access. Wien a bus stalls, all accesses to CPUs
and nenories have to wait until the CSR access is
conplete. This could cause data to back up and
potentially overflow. To avoid this state, either the
system bus or the software device driver has to be
pended.

A mailbox is a software nmechani smthat acconplishes
"device driver pending." The processor builds a structure
in main menory called the mail box data structure. It
descri bes the operation to be perfornmed, e.g., CSR read
of a byte. The processor then wites a pointer to this
structure into a nail box pointer register. The 1/0O node
on the system bus reads the nmil box data structure,
performs the operation specified, and returns status and
any data to the structure in nmenory. The processor then
retrieves the data fromthis structure and the
transaction is conplete. In this way, the nmil box
protocol allows software pending of CSR reads; it also
allows the software to pass byte information that is not



avail able fromthe Al pha 21064A processor.[4,5]

Changes to the System Bus

Al t hough the DEC 4000 system bus provi ded many features desirable
in a nultiprocessor interconnect, it did not neet the system
requi renents defined during the concept phase of the Al phaServer
project. Two nmajor hurdles existed. One was the | ack of support
for four CPUs and nultiple I/O nodes. A second, nore inportant

i ssue was the inconpatibility of the mailbox I/O structure with
the Wndows NT operating system

The initial port of the Wndows NT operating systemto the DECpc
150 PC assuned direct-mapped 1/O. Wth direct nmapping the 1/Ois
physically mapped into the processor's nmenory nap, and al
reads/wites to I/ O space are handl ed as uncached menory
accesses. Clearly, this was inconpatible with the nonpended bus,
whi ch assunes the use of numil boxes. Consequently, the designers
studi ed the advantages and di sadvant ages of using mail boxes to
deternmine if they should be supported in the Wndows NT operating
system They found that the software overhead of manipul ating the
mai | box structure made CSR accesses approximately three tines

sl ower than direct accesses by the hardware. Thus the CPU
performng the I/O access waits |longer to conplete. For this
reason, the designers chose not to use nmil boxes.

The designers also had to ensure that the system bus woul d be
avail abl e for use by other processors while the I/O transaction
was conpleting. To satisfy this requirement, they added a retry
mechanismto the system bus. The retry support was very sinple
and was |ayered on top of existing bus signals. A retry condition
exi sts when the CPU initiates a cycle to the I/O that cannot be
conpleted in one system bus transaction by the 1/0O bridge. The
CPU involved in the transaction is notified of the retry
condition. The CPU then "backs off" the multiprocessor bus and
generates that transaction sone period of tinme later. O her
processor nodul es can access nmenory during the slow |/0O
transaction. The retry procedure continues until the 1/O bridge
has the requested data. At that stage, the data is returned to
t he requesti ng CPU

Byt e Addressing. Byte granularity had been handled in the
mai | box data structure. After the direct-mapped I1/0O scheme was
adopted, the designers had to overconme the |ack of byte
addressability in the Al pha architecture. Therefore, the
designers participated in a collaborative effort across Digita
to define a nechanism for adding byte addressability in the Al pha
architecture. The new schene required the use of the four |ower
avail abl e Al pha Ad: [08:05] address bits to encode byte nasks and
| ower order address bits for the PCl and El SA buses. For nore
details, see the paper on the Al phaServer 2100 I/ O subsystemin
this issue.[6]



The designers required a redefinition of the address map. Al 1/0
devi ces are now nenory mapped. The Al pha 21064A processor has a
34-bit address field that yields an address space of 16 GB. This
16- GB address region nay be subdivided into 4-GB quadrants. Each
quadrant can be individually marked as cacheabl e or noncacheabl e
menory. The DEC 4000 system architecture split the 16-GB region
in half: 8 GB was allocated as cacheabl e nenory space and the
remai ni ng 8 GB as noncacheabl e space. Menory-mapped |/ O devices
are mapped i nto noncacheabl e space. The deci sion to support
multiple I/O buses in the new systens together with the decision
to menmory map all 1/O (i.e., no mail box accesses) yielded a
noncacheabl e nenory requirement in excess of the 8 GB allocated
in the DEC 4000 system Therefore the designers of the

Al phaServer systens changed the address map and all ocated a

si ngl e quadrant (4 GB) of menmory as cacheabl e space and the
remai ning 12 GB as noncacheabl e. These 12 GB are used to nenory
map the 1/0.

Arbitration. The bus used in the DEC 4000 system supports two
CPU nodes and a single I/0O node. To achi eve the Al phaServer
product goals of nultiple I/O bridges and nultiple CPU nodes, the
desi gners changed the address nap to accommodate CSR space for
these extra nodes and designed a new arbiter for the system The
arbiter includes enhanced functionality to increase the
performance of future generations of processors. Sonme key
features of the arbiter are |listed bel ow.

1. The arbiter is inplemented as a separate chip on al
processor modul es. The logic was partitioned into a
separate chip to accommopdate a flexible architecture and
to allow additional arbitrating nodes in the future. As
many as four arbiters can exist in the system Only one
arbiter is enabled in the system It is on the processor
installed in slot 2 of the system bus.

2. 1/Onode arbitration is interleaved with CPU node

arbitration. The arbitration is round robin and | eads to
an ordering scheme of CPUO, I/O CPU1l, I/OQ CPUZ2, I/0
CPU 3, 1/0O This scheme attenpts to nininmze I/O | atency
by ensuring many arbitration slots for 1/O devices.
Processors still have nore than adequate access to the
system bus due to the nature of I/Otraffic (generally
bursts of data in short periods of tine). On an idle bus,
the arbiter reverts to a first-come, first-served schene.

3. The arbiter inplenments an exclusive access cycle. This
allows an arbitrating node to retain the use of the
system bus for consecutive cycles. This cycle is used by
the /O bridge in response to a PCl |ock cycle. A PC
| ock cycle may be generated by a device that requires an
atom c operation, which nay take nmultiple transactions to
conpl ete. For exanple, the Al phaServer 2100 and
Al phaServer 2000 systens use a PCl-to-ElISA bridge chip
set (Intel 82430 chip set).[7] This chip set requests a



| ock cycle on PCl when an El SA device requires an atom c
read-modi fy-wite operation

The use of atonmic read-nmodify-wite operations is common in ol der
I/ O adapter designs. The I/O bridge on the system bus requests an
excl usive access cycle fromthe arbiter. Wen it is granted, al
buffers in the path to nenory are flushed and the device has
exclusive use of the PCl and the system bus until its transaction
is conpleted. The use of this npde is not reconmended for new
adapter designs due to the unfair nature of its tenure on the
system bus. It was inplenmented in the Al phaServer product design
to support ol der EI SA devices.

MEMORY MODULE

Main menory i s accessed over the system bus either by processors
(after missing in their on-board caches) or by I/O nodes
perform ng direct nmenory access (DMA) transactions. They are
cal l ed commanders.

The nmenory controller incorporates a nunber of

per f ormance- enhanci ng features that reduce |l atency in accessing
the dynam ¢ RAM (DRAM array. One concept used is called a stream
buffer. Stream buffers reduce the read |latency to main nenory.
Reads to main nmenory normally require 9 to 10 cycles on the
system bus, depending on the speed of DRAMs in the array. The use
of stream buffers reduces this time to 7 cycles. The stream
buffers provide a facility to |oad data fetched fromthe DRAM
array prior to the receipt of a read request for that data.

A streamis detected by nonitoring the read addresses from each
commander on the system bus. The logic sinply keeps a record of
the nmenory addresses of the previous eight read transactions from
each conmander and conpares each subsequent read address to see
if the new address is contiguous to any of the recorded

addresses. If a new address is determned to be contiguous to any
of the previous eight addresses, a new streamis declared. As a
result, one of the streambuffers is allocated to a new stream

A stream buffer is inplenmented as a four-deep, first-in,

first-out (FIFO buffer. Each entry in the FIFO buffer is 32
bytes, which is equivalent to the systembus line size. Each
menory nodul e contains four stream buffers that can be all ocated
to different commanders. A |east recently used (LRU) algorithmis
used to allocate stream buffers. When a new streamis detected,

or an existing streamis enpty, the streambuffer fills fromthe
DRAM array by using successive addresses fromthe head of the
stream After a buffer has been allocated and sone anount of data
has been placed in the FIFO buffer, "hit" | ogic compares inconing
read addresses fromthe systembus to the stream address. If a
conpari son of these two addresses is successful, read data is
delivered fromthe menmory nodul e without incurring the | atency of
accessing the DRAM array.



An invalidation schene is used to ensure that the stream buffers
stay coherent. Wite cycle addresses are checked to see if they
coincide with a stream buffer address. |If the wite address is
equal to any address currently in the streambuffer, that entire
stream buffer is declared invalid. Once it is invalidated, it can
be reallocated to the next detected stream

Wites to main nenory conplete on the systembus in six cycles,
which is achieved using wite buffers in the nmenory controller
The wite transactions are essentially "dunp and run." The tota
write buffering available in each menory nodule is 64 bytes,
which is large enough to ensure that the system bus never has to
stall during a wite transaction

The inpl enmentation of the menory nodule differs fromthe

Al phaServer 2100 to the Al phaServer 2000 system Both nenory
nodul es contain the same nmenory controller ASICs, but the

i mpl enmentation of the DRAM array is different. Due to space
constraints on the Al phaServer 2100, the DRAM array was

i mpl emented as a flat, two-sided surface-nmount nmodule. On the

Al phaServer 2000, single in-line menory nodul es (SI Mvs) were used
for the DRAM array. Menory nodul e capacities vary from32 MB to
512 MB. The Al phaServer 2100 system provi des four system bus
slots that can be populated with nenory nodul es. The mexi mum
supported configuration is 2 GB with four nmenmory nodul es. This
limts the maxi num system configuration to three processors since
one of the processor slots nust be used as a nenory slot. The

Al phaServer 2000 system provides two system bus slots that can be
popul ated with nenory. The maxi mum nmenory supported in this
systemis 640 MB. This configuration consists of one 512-MB
nodul e and one 128- MB nodul e. The nmaxi mum nenory constraint is

di ctated by the power and cooling available within this system
package. The Al phaServer 2000 still supports two processor
nodul es when configured with maxi mum nmenory. Figure 2 shows a

bl ock di agram of the Al phaServer 2000 nenory nodul e.

[Figure 2 (Block Diagram of the Al phaServer 2000 Menory Modul e)
is not available in ASCII format.]

TECHNOLOGY CHO CES

This section briefly discusses sone of the decisions and
trade-of fs made concerning nodul e and silicon technol ogy used in
the systens.

Modul e Technol ogy

The designers partitioned the logic into nodules for two reasons:
(1) Renovabl e processor and nenory nodul es allow for installation
of additional nmenory and processors and (2) They also allow for
easy upgrade to faster processor speeds. Since nodularity adds
cost to a system the designers decided that the I/O subsystem



(ElI' SA and PCl logic) should reside on the backpl ane. They
deviated fromthis strategy for the Al phaServer 2100 system
desi gn because the PCl-to-ElI SA bridge was a new, unfamliar
design. Fixing any problens with this chip set or any of the
supporting | ogic woul d have required a backpl ane upgrade, which
is a tinme-consunming effort. For this reason, the engi neers chose
to build an I/O nodul e for the Al phaServer 2100 systemt hat
contai ned the PCl-to-ElI SA bridge; associated control | ogic;
controllers for nmouse, keyboard, printer, and floppy drive; and
the integral Ethernet and SCSI controllers. This nodul e was
elimnated in the Al phaServer 2000 system due to the design
stability of the I/ O nodul e.

The Metral connector specified by the Futurebus+ specification
was chosen for the system bus inplenentation on the DEC 4000
product. This choice was consistent with the design of the DEC
4000 server, which is a Futurebus+ system Cost studies
undertaken during the initial design of the Al phaServer 2100
system showed that the cost per pin of the Metral connector was
hi gh and added a significant cost to the system The team deci ded
to investigate the use of either the PClI or the EI SA connector
for the system bus, since both connectors are used widely in the
system The PCI connector is actually a variant of the

M croChannel Architecture (MCA) connector used in microchanne
systenms. SPICE sinulations showed that it performed better than
the Metral connector on the Futurebus+.[8] The team chose a
240-pin version of the connector for inplenmentation because it
met the systemrequirenents and had a | ow cost.

Due to the choice of the MCA connector, the board thickness was
limted to a maxi num of 0.062 inches. An 8-layer |ayup was chosen
for the nodul e technol ogy. The processor nodul es had a

requi renent for both a 5.0-V supply and a 3.0-V supply. The

desi gners chose a split plane to distribute the power rather than
two separate power planes for each voltage. Routing high-speed
signals across the split was mnimzed to reduce any em ssions
that might arise fromusing a split plane. Testing |ater

val idated this approach as em ssions fromthis area were m ni nal .

Silicon Technol ogy

The system partitioning required the design of four ASICs. These
were the CPU bus interface ASIC, the menory bus interface ASIC,
the systemarbiter, and the system bus-to-PCl bridge. The DEC
4000 i npl enentati on of the Futurebus+ used an externally supplied
gate-array process that was custom zed to neet the performance
needs of the bus and the performance goals of the first Al pha
systens. Gate-array costs are determ ned by the nunmber of chips
that are produced on the chosen gate-array process. The vol une of
chi ps produced by the gate-array process for the DEC 4000 system
was | ow because the process was specially adjusted for that
system application. As a result, the volune of chips was directly
proportional to the volume of the DEC 4000 systens built.



Therefore, the cost per conmponent produced by this process was
relatively high.

If they had used this custonized gate-array process, the

desi gners of the Al phaServer product could not have nmet their
cost goals. They needed a nobre generic process that could produce
chi ps that many system vendors could use. This would ensure that
the line utilization was high and that the cost per conponent was
| ow. Therefore, they changed the technology to one that is
standard in the industry. Gate-array process technol ogy had

evol ved since the DEC 4000 design, and a standard technol ogy that
was capable of neeting the systemtimng requirenents was

avail abl e. Extensive SPICE sinmulations verified the process
capability. ASICs that were inplenmented with this process had no
difficulty neeting the bus timng.[8]

Anot her interesting feature of the anal og design on the

Al phaServer 2100 system involves the support of 11 |oads on the
PCl. The PCl specification recormmends 10 | oads as the "cookbook"
design.[2] The systemrequirenment on the Al phaServer 2100 was to
support three PClI slots, the integral PCl-Ethernet chip, the
NCR810 (PCl-to-fast-SCSI controller), and the PCl-to-ElISA bridge.
Each PClI connector has been nodeled to be equivalent to two

el ectrical |oads. Taking account of the system bus-to-PCl bridge
and the additional |oad contributed by the I/O nodul e connector
yielded a PCl bus with 11 electrical |oads. Extensive SPICE
simul ati ons of the bus and careful routing to ensure a short bus
guaranteed that the new design would neet the electrica

speci fications of the PCl bus.[8]

SYSTEM START- UP

The design teamincorporated many availability features into the
Al phaServer 2100 and Al phaServer 2000 servers. These included
support of "hot-swap" storage devices that can be renoved or
installed while the systemis operating, error correction code
(ECC) - protected nenory, redundant power supplies, and CPU
recovery. Perhaps the nobst interesting part of the design for
availability was the enphasis on ensuring that the system had
enough built-in recovery and redundancy to allow it to remain in
a usabl e or diagnosable state. Large systens sonetines have
conplicated paths in which to access the initial start-up code,
and a systemfailure in that path can | eave the owner with no
visible failure indication. Mreover, in a multiprocessor system
with nore than one CPU installed, it is highly desirable to
initialize the resident firmvare and the operating system even if
all CPUs are not in working order. The Al phaServer 2100 and 2000
systens enploy two schenmes to hel p achieve this goal

The start-up code for the Al phaServer 2100 and Al phaServer 2000
systenms is located in flash read-only nmenmory (ROM, which resides
on a peripheral bus behind the PCl-to-ElISA bridge. In starting up
a multiprocessing operating system only one processor is



designated to access the start-up code and initialize the
operating system This is referred to as the primary processor
Accessing the start-up code requires the processor, system bus
menory, and nost of the I/O subsystemto be functional

The Al phaServer systenms have a nunber of features that help nake
the start-up process nore robust. Each processor nodul e contains
a separate nmmintenance processor inplenented as a sinple

m crocontrol l er that connects to a serial bus on the system The
serial bus is a two-wire bus that has a data |line and a cl ock
line. On power-up the processor nodul e perfornms a nunber of

di agnostic tests and logs the results in an electrically erasable
programmabl e read-only nenory (EEPROM on the nodul e. This EEPROM
resides on the serial bus. If a CPU fails one of its power-up
tests or if it has an error logged in its EEPROM then it is not
allowed to be the primary processor. Assune that four CPUs are
installed in the system if only CPUO fails, then CPU 1 is the
primary processor. If CPU 0O and CPU 1 fail, then CPU 2 is the
primry processor. If CPU O, CPU 1, and CPU 2 fail, then CPU 3 is
the primary processor. If all four CPUs fail, then CPU O is the
primary processor. If any one of the CPUs fails, a nessage is

di spl ayed on the operator control panel to informthe user that
there is a problem Any secondary CPU that has failed is

di sabled and will not be seen by the firmvare consol e or the
operating system The primary processor then uses the system bus
to access the start-up code in the flash ROM

The flash ROM nay contain incorrect data. The flash ROV on nany
systens have a program update, and errors froma power spike or
surge can be introduced into the ROM code during the update
procedure. User error is another commopn way to introduce data
error; for exanple, a user can accidentally press a key while the
update programis running. Flash ROVMs can also fail from
intrinsic manufacturing faults such as current |eakage, which
will eventually convert a stored "1" into a stored "0," thus
corrupting the programstored in the flash ROVs. Many techniques
in the industry partially solve the problemof corrupted flash
ROM data. One wel | -known techni que uses a checksum and reports an
error to the user if the data is not correct. Another technique
provi des a second set of flash ROV and a switch that the user
mani pul ates to transfer control to the new set in the event of a
failure. The designers studi ed many previously used nethods, but
rejected them since they required intervention by the user

In the Al phaServer 2100 and the Al phaServer 2000 system design
the design teaminplenented a schenme that did not require user
intervention in the event of flash ROM corruption. The system has
1 MB of flash ROM of which the first 512 KB contain the system
initialization code. This code is |oaded into nmain nmenory, and
many data integrity tests are perforned. These include single and
multiple bit parity checks, various data correction code
checki ng, and a checksum cal cul ati on. The processor detects an
error if the checksum cal culation fails, i.e., if the calcul ated
value is not equal to the stored value. The processor then wites



a value to a register on the I/O nmodul e, which automatically
changes the address pointing to the flash ROMto a second bank of
flash ROM This conbinati on of hardware and software support
provi des a way for the Al phaServer 2100 system user to overcone
any flash ROM corruption

DESI GN CONSI DERATI ONS FOR THE Al phaServer 2000 SYSTEM

The design of the Al phaServer 2000 snall| pedestal system foll owed
the Al phaServer 2100 system Market pressures dictated the need
for a smaller systemwith a | ower entry-level cost. The

i ntroduction of the smaller server was schedul ed to coincide with
the rel ease of the Wndows NT version 3.5 operating system

An exani nation of the Al phaServer 2100 devel opnent schedul e
reveal ed the following interesting points: (1) System power on
occurred nine nonths after the teamwas forned; (2) Initia
system shi pnments occurred eight nmonths later; (3) The eight-nonth
time period was spent mainly in porting and qualifying operating
syst em sof t war e.

Based on these facts, the system designers believed that the key
to reducing the tine-to-market of the Al phaServer 2000 system was
to elimnate the dependency on synchroni zing the design schedul e
with an operating systemrel ease. Consequently, the new system
could not require any software changes at the operating system

| evel . Any changes would have to be transparent to software. To
achieve this, the designers took advantage of a new feature in
the DEC OSF/ 1 and the OpenVMs operating systens call ed dynamc
system recogni ti on (DSR)

A DSR nachine is defined as a machine that requires no new
sof tware devel opnent. Operating systens, however, require
licensing; this information is dependent upon the system node
nunber. There are two conponents to building a DSR machi ne.

1. A programmer's view of the machi ne nmust be a subset of an
al ready supported machine. In the case of the Al phaServer
2000, the designers decided to make it a subset of the
Al phaServer 2100. A clear understandi ng of how the
operating systenms initialized the Al phaServer 2100 system
was critical to understandi ng what changes coul d be nade.
A joint team of hardware and software engi neers exam ned
various pieces of the code to identify the areas of the
system desi gn that could be changed. Investigations
reveal ed that the system bus configuration code for the
Al phaServer 2100 is sonmewhat generic. It assunmes a
maxi mum of ei ght nodes, which is the Al phaServer 2100
i mpl enentation. The I/ O node to the primary PCl bus is
expected to be present. The presence of additiona
processors and nenories is detected by reading the CSR
space of each nodule. A nodule that is present gives a
positive acknow edgnent. The design team could therefore



reduce the nunber of system bus slots fromseven to four
This had no effect on the software since nonexi stent
slots would nerely be recogni zed as nodul es not installed
in the system

The physical packagi ng of the Al phaServer 2000 al so
dictated that the nunber of 1/0O slots be reduced from 11
(8 EISA and 3 PCl) to 10. Gven the industry trend
toward PCl, the desirable m x would have been 6 El SA
slots and 4 PCl slots. The PCl bus configuration code
searched for as many as 32 PCl slots, which is the nunber
al lonwed by the PCl specification.[2] After carefu

consi deration, the designers deternmined that the addition
of another PClI slot would involve a change in interrupt
tabl es to acconmmopdate the additional interrupts and
vectors required by the additional slot. Therefore, the
team deci ded to inplenment 3 PCl and 7 EI SA slots.

2. The other conponent to building a DSR machine is to
provi de the system nodel number to the operating system
so that licensing information can be determ ned. The
system resident code that runs at start-up is referred to
as the console. The console and the operating systens
conmuni cate via a data structure known as the hardware
paranmeter block (HWRPB). The HWRPB i s used to conmuni cate
t he nodel nunber to the operating system which uses this
nunber to provide the correct |icensing informtion

The Al phaServer 2000 system was conpleted in approxi mately nine
mont hs. Qualification was not dependent on the operating system
schedul es. By building a DSR machi ne, the design team net the
project's tinme-to-market requirenents.

PERFORMANCE SUMVARY

Tabl e 2 summari zes the performance of the systenms described in
this paper. The nunbers are heavily influenced by the processor
speed, cache, nenory, and |/O subsystens. The systens exceeded
the performance goals specified at the begi nning of the project.
In some cases the inportant benchmarks that had been relevant in
the industry changed during the course of system devel opnent. In
the transaction processi ng neasurenent, for exanple, the TPC-A
benchmark was superseded by the TPC-C benchmark.

The Al phaServer 2100 server was the price-performance | eader in
the industry at the time of its introduction in April 1994.
Successive inprovenents in processor and |/ O subsystens shoul d
hel p the Al phaServer 2100 and 2000 products nmintain that
position in the industry.

Tabl e 2 System Performance

Al phaServer Al phaServer



2100 4/ 275 2000 4/ 200

System System
SPECi nt 92* 200.1 131.8
SPECf p92* 291.1 161.0
AIM I+
Nunber of Al Ms 227.5 177.5
User | oads 1941. 2 1516.0
Esti mat ed TPS++ 850 660
Not es:

* Single-processor systemonly

+ Dual - processor systemonly

++ TPS is an abbreviation for transactions per second. These
nunbers are estimated for a quad-processor system usi ng OpenVMS
version 6.1 runni ng Rdb.

CONCLUSI ONS

The design team exceeded all the product requirenents set at the
begi nni ng of the Al phaServer project. The transfer cost of the
final product was 10 percent better than the goal. The reduced
cost was achi eved despite the erratic price |levels for DRAMs,

whi ch were rmuch higher in 1994 than predicted in late 1992.

Separate cost targets were established for each portion of the
system and each design engi neer was responsible for nmeeting a
particul ar goal. Constant cost reviews ensured that variances
could be quickly addressed. The requirement to run three
operating systens qui ckly expanded the size and scope of the
project. The operating system devel opers becanme an integral part
of the design team Miltiple reviews and open communi cation

bet ween the hardware devel opnent team and the software groups
were essential to managing this work. The hardware team perforned
system |l evel testing on all three operating systenms. This proved
i nval uabl e in tracking down bugs quickly and resolving themin
ei t her hardware or software

The project teamdelivered the expected performnce and
functionality on schedul e. Devel opment tine was allocated for new
power and packagi ng subsystens (using third-party design

conpani es), new nodul es, new ASICs, new system firmware, and
porting of three operating systens. To attain the schedul e,

devel opnent tasks were frozen at the beginning of the project.

The tasks were also categorized into three classes: mandatory,
nonessenti al, and di sposable. Consequently, engineers were able
to make trade-offs when required and naintain the integrity of
the product. Another key factor to neeting the schedul e was the



use of know edge and technol ogy devel oped for previous products.
This yielded many benefits: |ess design tinme, fewer resources
requi red, known sinulation environnent, and less tinme to a
wor ki ng prototype.
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